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Abstract

Nonlinearity is an important concept for the design of conventional cryptosystems. The propagation criterion (PC) is a nonlinearity criteria of Boolean functions. The aim of this paper is to investigate the relationships between the PC and each one of the unateness, the symmetry and the self-duality. The latter three properties are not desirable for the components of cryptosystems.

First, relationships are presented between the unateness and the degree of the PC. It is shown that every Boolean function with four or more variables satisfying the PC of degree 1 is unate in at most two of its variables and that every Boolean function with four or more variables satisfying the PC of degree 2 is not unate in any one of its variables. These results show the incompatibility of the PC and the unateness. Second, relationships between the PC and the symmetry are investigated. It is shown that there exist symmetric functions satisfying the PC of maximum degree. Finally, compatibility of the PC and the self-duality is discussed. For every odd \( n \geq 3 \), the existence of self-dual functions with \( n \) variables satisfying the PC of degree \( n - 1 \) is shown, which has been implicitly shown before in a few literatures. It is also shown that, for every \( n \geq 2 \), The degree of the PC of every self-dual function with \( n \) variables is at most \( n/2 - 1 \).
1 Introduction

Nonlinearity is an important concept for the design of conventional cryptosystems. Several nonlinearity criteria have been proposed as design principles of good conventional cryptosystems [Rue91]. The propagation criterion (PC) [PLLGV91], which is a generalized notion of the strict avalanche criterion [WT86] and the perfect nonlinearity [MS90], is a nonlinearity criteria of Boolean functions.

In the study of Boolean functions, Boolean functions with some sort of properties, such as unateness, symmetry, self-duality, and so on, have been investigated. These properties are not desirable for the components of cryptosystems. The aim of this paper is to investigate the relationships between the PC and each one of the unateness, the symmetry and the self-duality.

First, relationships are presented between the unateness and the degree of the PC. It is shown that every Boolean function with four or more variables satisfying the PC of degree 1 is unate in at most two of its variables and that there exist Boolean functions with four or more variables that satisfy the PC of degree 1 and that are unate in two of their variables. It is also shown that every Boolean function with four or more variables satisfying the PC of degree 2 is not unate in any one of its variables. These results show the incompatibility of the PC and the unateness.

Second, relationships between the PC and the symmetry are investigated. It is shown that there exist symmetric functions satisfying the PC of maximum degree. These functions are also identified.

Finally, compatibility of the PC and the self-duality is discussed. For every odd \( n \geq 3 \), the existence of self-dual functions with \( n \) variables satisfying the PC of degree \( n - 1 \) is shown and an exact characterization of these functions is achieved. These results are shown implicitly in [SZZ93] and [H195b]. It is also shown that, for every \( n \geq 2 \), the degree of the PC of every self-dual function with \( n \) variables is at most \( n/2 - 1 \). The optimality of the result is also shown.

Section 2 gives basic concepts and discusses Boolean functions satisfying the PC. Relationships between the PC and the unateness are discussed in Section 3. Section 4 is devoted to the symmetric Boolean functions satisfying the PC. The self-duality of Boolean functions satisfying the PC is discussed in Section 5.

2 Preliminaries

2.1 Walsh transform and Boolean functions

Let \( \mathbb{R} \) and \( \mathbb{N} \) denote the set of reals and the set of integers, respectively.

**Definition 1** The Walsh transform of a real-valued function \( f : \{0,1\}^n \rightarrow \mathbb{R} \) is

\[
(W(f))(\omega) = \sum_{x \in \{0,1\}^n} f(x)(-1)^{\omega \cdot x},
\]

where \( x = (x_1, \ldots , x_n), \omega = (\omega_1, \ldots , \omega_n) \in \{0,1\}^n \) and \( \omega \cdot x = \omega_1 x_1 + \cdots + \omega_n x_n \).

For simplicity, \( (W(f))(\omega) \) is often denoted by \( F(\omega) \). The inverse Walsh transform is

\[
f(x) = (W^{-1}(f))(x) = \frac{1}{2^n} \sum_{\omega \in \{0,1\}^n} F(\omega)(-1)^{\omega \cdot x}.
\]

The Walsh transform can be represented in a matrix form [Rue91]. For \( f : \{0,1\}^n \rightarrow \mathbb{R} \), let \( f(i) \) denote \( f(x_1, \ldots , x_n) \) when \( x_1 + x_2 2 + \cdots + x_n 2^{n-1} = i \). Let \( [f] = [f(0), f(1), \ldots , f(2^n - 1)] \) and \( [F] = [F(0), F(1), \ldots , F(2^n - 1)] \). The Walsh transform is represented as

\[
[F] = [f]H_n,
\]
where $H_n$ denotes the Hadamard matrix of order $n$. $H_n$ is defined recursively by

$$
H_0 = [1],
H_n = \begin{bmatrix}
H_{n-1} & H_{n-1} \\
H_{n-1} & -H_{n-1}
\end{bmatrix}.
$$

$H_n$ is a $2^n \times 2^n$ symmetric non-singular matrix, and its inverse is $2^{-n}H_n$. The inverse Walsh transform is represented as

$$[f] = 2^{-n}[F]H_n.$$

A Boolean function is a function of the form $f : \{0,1\}^n \rightarrow \{0,1\}$. Let $B_n$ be the set of Boolean functions.

The Walsh transform can be applied to Boolean functions when they are considered to be real-valued functions. For the analysis of Boolean functions, it is often convenient to work with $\hat{f} : \{0,1\}^n \rightarrow \{-1,1\}$, where $\hat{f}(x) \overset{\text{def}}{=} (-1)^f(x)$. The Walsh transform of $\hat{f}$ is

$$\hat{F}(\omega) = \sum_{x \in \{0,1\}^n} \hat{f}(x)(-1)^{\omega \cdot x} = \sum_{x \in \{0,1\}^n} (-1)^{f(x)\oplus \omega \cdot x}.$$

**Proposition 1** For every $f \in B_n$, $\sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = 2^{2n}$. \hfill \Box

**Definition 2** The autocorrelation function of a Boolean function $f \in B_n$ is $C_f : \{0,1\}^n \rightarrow \mathbb{N}$ such that

$$C_f(z) = \sum_{x \in \{0,1\}^n} \hat{f}(x)\hat{f}(x \oplus z),$$

where $x \oplus z$ denotes $(x_1 \oplus z_1, \ldots, x_n \oplus z_n)$. \hfill \Box

Proposition 2 shows a relationship between the autocorrelation function and the Walsh transform.

**Proposition 2** For every $f \in B_n$, $C_f = W^{-1}(\hat{F}^2)$. \hfill \Box

### 2.2 The propagation criterion

For a set $S$, let $|S|$ denote the number of elements in $S$. For $f \in B_n$ and $c \in \{0,1\}$, let $f^{-1}(c) = \{x \mid f(x) = c\}$.

**Definition 3** A Boolean function $f \in B_n$ is balanced if and only if $|f^{-1}(c)| = 2^{n-1}$ for every $c \in \{0,1\}$. \hfill \Box

For every $\{0,1\}$-vector $a$, let $W(a)$ be the Hamming weight of $a$, that is, the number of 1’s in $a$.

**Definition 4** $f \in B_n$ is said to satisfy the propagation criterion (PC) of degree $k$ if and only if $f(x) \oplus f(x \oplus a)$ is balanced for every $a \in \{0,1\}^n$ such that $1 \leq W(a) \leq k$. $f$ is perfectly nonlinear if and only if $f$ satisfies the PC of degree $n$. \hfill \Box

Let $PC_n(k)$ denote the set of Boolean functions in $B_n$ satisfying the PC of degree $k$.

The condition of the above definition states that

$$\Pr(f(x) \oplus f(x \oplus a) = c) = 1/2$$

for every $a \in \{0,1\}^n$ such that $1 \leq W(a) \leq k$ and every $c \in \{0,1\}$. This means that the value of $f$ changes with probability 1/2 if at most any $k$ of input variables change. This sensitivity of the value to the input variables is desirable for cryptographic transformations.

The following proposition directly follows from the definition of the autocorrelation function and the PC.
Proposition 3 Let $f \in B_n$. $f$ satisfies the PC of degree $k$ if and only if $C_f(a) = 0$ for every $a \in \{0, 1\}^n$ such that $1 \leq W(a) \leq k$. 

For perfectly nonlinear Boolean functions, the following proposition was proved[MS90].

Proposition 4 Let $f \in B_n$. $f \in PC_n(n)$ if and only if $|F(\omega)| = 2^n/2$ for every $\omega \in \{0, 1\}^n$. 

Let $V_n = \{0, 1\}^n - \{(0, \ldots, 0)\}$.

Definition 5 Let $f \in B_n$ and $a \in V_n$. $f$ is said to satisfy the PC with respect to $a$ if $f(x) \oplus f(x \oplus a)$ is balanced.

2.3 Unateness, Symmetry, and Self-Duality

We begin by defining the unate functions[Koh78].

Definition 6 A Boolean function $f(x_1, \ldots, x_n) \in B_n$ is said to be positive(negative) in a variable $x_i$ if and only if there exists a disjunctive expression of $f$ in which $x_i$ appears only in uncomplemented(complemented) form. If $f$ is positive(negative) in all of its variables, then $f$ is simply said to be positive(negative).

Definition 7 A Boolean function $f(x_1, \ldots, x_n) \in B_n$ is said to be unate in a variable $x_i$ if and only if $f$ is positive or negative in $x_i$. If $f$ is unate in all of its variables, then $f$ is simply said to be unate.

For example, $f(x_1, x_2, x_3) = x_1 x_2 \vee \overline{x_2} \overline{x_3}$ is unate in $x_1$ and $x_3$ and not unate in $x_2$.

Proposition 5 Let $f \in B_n$. $f(x_1, \ldots, x_n)$ is positive in $x_i$ if and only if $f|_{x_i=0} \leq f|_{x_i=1}$.

Proposition 6 Let $f \in B_n$. $f(x_1, \ldots, x_n)$ is negative in $x_i$ if and only if $f|_{x_i=0} \geq f|_{x_i=1}$.

Next, symmetry of Boolean functions is defined.

Definition 8 Let $f \in B_n$. $f$ is said to be symmetric if and only if $(W(a) = W(b)) \Rightarrow (f(a) = f(b))$ for every $a, b \in \{0, 1\}^n$.

The value of symmetric Boolean functions is determined by the number of 1’s in the input variables. Let $S_n$ be the set of symmetric Boolean functions. For $f \in S_n$, let $f^{(w)}$ denote the value of $f$ to the input variables containing $w$ 1’s. Let $I \subseteq \{0, 1, \ldots, n\}$. $S_n^I$ represents the symmetric function $f \in S_n$ such that $f^{(w)} = 1$ if and only if $w \in I$.

Self-duality of Boolean functions is defined below.

Definition 9 Let $f \in B_n$. $f$ is said to be self-dual if and only if $f(x_1, \ldots, x_n) = 1 \oplus f(1 \oplus x_1, \ldots, 1 \oplus x_n)$.

Let $D_n$ denote the set of self-dual $f \in B_n$.

The following proposition is immediate from the definition of the self-duality and that of the autocorrelation function.

Proposition 7 Let $f \in B_n$. $f \in D_n$ if and only if $C_f(1, \ldots, 1) = -2^n$. 
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\[ x_1 \lor x_2 \\quad x_1 \lor \bar{x}_2 \]
\[ x_1 \land x_2 \quad x_1 \land \bar{x}_2 \]

Figure 1: Boolean functions in \( PC_2(2) \)

\[ x_1 \lor x_2 \lor x_3 \lor x_2 x_3 \]
\[ x_1 \land x_2 \land x_3 \land x_2 x_3 \]
\[ x_1 \lor x_2 \lor x_3 \lor x_2 \bar{x}_3 \]
\[ x_1 \land x_2 \land x_3 \land x_2 \bar{x}_3 \]
\[ x_1 \lor x_2 \lor x_3 \lor x_2 x_3 \]
\[ x_1 \land x_2 \land x_3 \land x_2 x_3 \]
\[ x_1 \lor x_2 \lor x_3 \lor x_2 x_3 \]
\[ x_1 \land x_2 \land x_3 \land x_2 x_3 \]

Figure 2: Boolean functions in \( PC_3(2) \)

3 Unateness

Figures 1 and 2 give all Boolean functions in \( PC_2(2) \) and \( PC_3(2) \), respectively. From these figures, it is easily observed that both \( PC_2(2) \) and \( PC_3(2) \) contain unate functions.

Suppose that \( f(x_1, \ldots, x_n) \in B_n \) is unate in \( x_n \). Then, for every \((a_1, \ldots, a_{n-1}) \in \{0,1\}^{n-1}, f(a_1, \ldots, a_{n-1},0) = 0 \) if \( f(a_1, \ldots, a_{n-1},1) = 0 \) or \( f(a_1, \ldots, a_{n-1},1) = 0 \) if \( f(a_1, \ldots, a_{n-1},0) = 0 \). This regularity does not seem compatible with the PC. In the following, this conjecture is shown to be correct for \( f \in B_n \) when \( n \geq 4 \). Before showing the results, several lemmas are presented.

Lemma 1 [HI95a] Let \( w, x, y, z \) and \( m \) be integers such that \( w \geq x \geq y \geq z \geq 0 \) and \( m \geq 0 \). Let \( w^2 + x^2 + y^2 + z^2 = 2^m \). Then,

- for even \( m \), \( w = x = y = z = 2^{(m-2)/2} \), or \( w = 2^m/2 \) and \( x = y = z = 0 \),
- for odd \( m \), \( w = x = 2^{(m-1)/2} \) and \( y = z = 0 \).

\( \square \)

Lemma 2 Let \( n \geq 2 \) and \( f \in PC_n(1) \). Then, for every \( i \) such that \( 1 \leq i \leq n \), \( f(x_1, \ldots, x_n) \) is positive in \( x_i \) if and only if \( \hat{f}(0, \ldots, 0, 1, 0, \ldots, 0) = 2^{n-1} \).

(Proof) Suppose that \( i = n \). Since \( f \in PC_n(1) \), \( f(x_1, \ldots, x_{n-1}, 0) + f(x_1, \ldots, x_{n-1}, 1) \) is balanced, that is, \( |\{(x)_{n-1} | f|_{x_n=0} \neq f|_{x_n=1}\}| = 2^{n-2} \). Thus,

\[ \hat{F}(0, \ldots, 0, 1) = \sum_{x \in \{0,1\}^n} \hat{f}(x)(-1)^{\bar{x}_n} \]
\[ = \sum_{(x)_{n-1} \in \{0,1\}^{n-1}} (\hat{f}|_{x_n=0} - \hat{f}|_{x_n=1}) \]
\[ = 2|\{(x)_{n-1} | f|_{x_n=0} = 0, f|_{x_n=1} = 1\}| - 2|\{(x)_{n-1} | f|_{x_n=0} = 1, f|_{x_n=1} = 0\}| \]
\[ = 2^{n-1} - 4|\{(x)_{n-1} | f|_{x_n=0} = 1, f|_{x_n=1} = 0\}|. \]
Hence, $\hat{F}(0, \ldots, 0, 1) = 2^{n-1}$ if and only if $f(x)$ is positive in $x_n$. The same argument can be applied to the case where $1 \leq i \leq n - 1$. \hfill \square

The following lemma can be proved in the same way as Lemma 2.

**Lemma 3** Let $n \geq 2$ and $f \in PC_n(1)$. Then, for every $i$ such that $1 \leq i \leq n$, $f(x_1, \ldots, x_n)$ is negative in $x_i$ if and only if $\hat{F}(0, \ldots, 0, 1, 0, \ldots, 0) = -2^{n-1}$. \hfill \square

From Lemmas 2 and 3, if $f(x_1, \ldots, x_n) \in PC_n(1)$ is unate in $x_i$, then

$$\hat{F}^2(0, \ldots, 0, 1, 0, \ldots, 0) = 2^{2n-2} = \frac{1}{4} \sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega).$$

From this fact, it is immediately derived that every Boolean function satisfying the PC of degree 1 is unate in at most 4 of its variables. A more strict result is given in the following.

**Lemma 4** Let $f \in B_n$. Then, $f \in PC_n(k)$ if and only if

$$\sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = \sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = 2^{2n-1}$$

for every $a \in \{0,1\}^n$ such that $1 \leq W(a) \leq k$.

(Proof) Since $f \in B_n$, $f \in PC_n(k)$ if and only if, for every $a \in \{0,1\}^n$ such that $1 \leq W(a) \leq k$,

$$C_f(a) = \frac{1}{2^n} \sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) a^\omega = 0.$$ 

Thus, $\sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = \sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega)$. The lemma holds because $\sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = 2^{2n}$ for every $f \in B_n$. \hfill \square

**Theorem 1** Let $n \geq 4$. If $f \in PC_n(1)$, then $f$ is unate at most two of its variables.

(Proof) Without loss of generality, it can be assumed that $f(x_1, \ldots, x_n) \in PC_n(1)$ is unate in $x_1$, $x_2$ and $x_3$. Then, from Lemmas 2 and 3,

$$\hat{F}^2(0, 0, 0, \ldots, 0) + \hat{F}^2(0, 1, 0, \ldots, 0) + \hat{F}^2(0, 0, 1, 0, \ldots, 0) = 2^{2(n-1)} + 2^{2(n-1)} + 2^{2(n-1)}$$

Since $f(x_1, \ldots, x_n) \in PC_n(1)$, from Lemma 4, $\sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = 2^{2n-1}$, which causes a contradiction. \hfill \square

The optimality of the above result can also be proved. In the following, we present an exact characterization of a Boolean function in PC$_n(1)$ that is unate in two of its variables.

**Theorem 2** Let $n \geq 4$ and $f \in PC_n(1)$. $f(x_1, \ldots, x_n)$ is unate in $x_i$ and $x_j$ if and only if $f$ satisfies one of the following two conditions:

- $\hat{F}(k) = 0$ if $k \notin \{2^{i-1}, 2^{i-1}, 2^n - 2^{i-1} - 1, 2^n - 2^{i-1} - 1\}$, and an odd number of $\hat{F}(2^{i-1}), \hat{F}(2^{j-1}), \hat{F}(2^n - 2^{i-1} - 1)$ and $\hat{F}(2^n - 2^{i-1} - 1)$ are equal to $2^{n-1}$ and the others are equal to $-2^{n-1}$.
- $\hat{F}(k) = 0$ if $k \notin \{2^{i-1}, 2^{i-1}, 2^n - 1, 2^n - 2^{i-1} - 2^{j-1} - 1\}$, and an odd number of $\hat{F}(2^{i-1}), \hat{F}(2^{j-1}), \hat{F}(2^n - 1)$ and $\hat{F}(2^n - 2^{i-1} - 2^{j-1} - 1)$ are equal to $2^{n-1}$ and the others are equal to $-2^{n-1}$. 
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(Proof) We prove the theorem only for the first condition. It can be proved in the same way for the second condition.

Suppose that \( f \in \text{PC}_n(1) \) is unate in \( x_1 \) and \( x_2 \). Then,

\[
\hat{F}^2(1, 0, 0, \ldots, 0) + \hat{F}^2(0, 1, 0, \ldots, 0) = 2^{2(n-1)} + 2^{2(n-1)} = 2^{2n-1}.
\]

Since \( \sum_{\omega_i=0} \hat{F}^2(\omega) = 2^{2n-1} \) for every \( i \) such that \( 3 \leq i \leq n \),

\[
\omega \neq \begin{cases} 
(1, 0, 0, \ldots, 0), & (0, 1, 0, \ldots, 0), \\
(1, 0, 1, \ldots, 1), & (0, 1, 1, \ldots, 1), \\
(0, 0, 1, \ldots, 1), & (1, 1, 1, \ldots, 1) 
\end{cases} \Rightarrow \hat{F}(\omega) = 0.
\]

Let

\[
\begin{align*}
\hat{F}_1(1, 0, 0, \ldots, 0) &= \hat{F}_1, \quad \hat{F}_1(0, 1, 0, \ldots, 0) = \hat{F}_0, \\
\hat{F}_{10}(1, 0, 1, \ldots, 1) &= \hat{F}_{10}, \quad \hat{F}_{10}(0, 1, 1, \ldots, 1) = \hat{F}_{01}, \\
\hat{F}_{00}(0, 0, 1, \ldots, 1) &= \hat{F}_{00}, \quad \hat{F}_{00}(1, 1, 1, \ldots, 1) = \hat{F}_{11}.
\end{align*}
\]

Since \( \sum_{\omega_i=0} \hat{F}^2(\omega) = \sum_{\omega_i=1} \hat{F}^2(\omega) = 2^{2n-1} \) for \( i = 1, 2 \),

\[
\hat{F}_{00}^2 + \hat{F}_{01}^2 = \hat{F}_{10}^2 + \hat{F}_{11}^2 = \hat{F}_{00}^2 + \hat{F}_{01}^2 = \hat{F}_{10}^2 + \hat{F}_{11}^2 = 2^{2(n-1)}.
\]

From Lemma 1, there are following two cases:

C-1. \( |\hat{F}_{10}| = |\hat{F}_{01}| = 2^{n-1}, \quad |\hat{F}_{00}| = |\hat{F}_{11}| = 0. \)

C-2. \( |\hat{F}_{00}| = |\hat{F}_{11}| = 2^{n-1}, \quad |\hat{F}_{10}| = |\hat{F}_{01}| = 0. \)

For C-1, let \( b_1 = (1, 0, 0, \ldots, 0), b_2 = (0, 1, 0, \ldots, 0) b_3 = (1, 0, 1, \ldots, 1) \), and \( b_4 = (0, 1, 1, \ldots, 1) \). Then, \( \hat{f} \) can be represented as

\[
\hat{f} = \frac{1}{2^n} \left( \hat{F}_{10} \hat{b}_1 + \hat{F}_0 \hat{b}_2 + \hat{F}_{10} \hat{b}_3 + \hat{F}_{01} \hat{b}_4 \right).
\]

Since \( b_1 \oplus b_2 \oplus b_3 \oplus b_4 = (0, \ldots, 0) \), for every \( x \in \{0, 1\}^n \), an even number of \( \hat{b}_1(x), \hat{b}_2(x), \hat{b}_3(x) \) and \( \hat{b}_4(x) \) are equal to 1, and the others are equal to 0. Thus, an odd number of \( \hat{F}_{10}, \hat{F}_0, \hat{F}_{10} \) and \( \hat{F}_{01} \) must be equal to \( 2^{n-1} \) and the others must be equal to \(-2^{n-1}\) since \( f \in B_n \).

Conversely, if an odd number of \( \hat{F}_{10}, \hat{F}_0, \hat{F}_{10} \) and \( \hat{F}_{01} \) are equal to \( 2^{n-1} \) and the others are equal to \(-2^{n-1}\), then \( f \in \text{PC}_n(1) \) and \( f \) is unate in \( x_1 \) and \( x_2 \).

The same argument as the above one can be applicable to C-2. \hfill \Box

Corollary 1 Let \( n \geq 4 \). For every \( i, j \) such that \( 1 \leq i < j \leq n \), there are 16 \( f(x_1, \ldots, x_n) \)'s in \( \text{PC}_n(1) \) that are unate in two of their variables. \hfill \Box

The proof of Theorem 2 gives a method of construction for Boolean functions satisfying the PC of degree 1 and are unate in two of their variables. This method can construct every such functions.

Example 1 Four Boolean functions are given that are in \( \text{PC}_4(1) \) and that are positive in \( x_1 \) and \( x_2 \). Let

\[
\begin{align*}
\hat{F}_0 &= [0, 8, 8, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -8, 8, 0], \\
\hat{F}_1 &= [0, 8, 8, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 8, -8, 0].
\end{align*}
\]
Then,
\[
\left[ \hat{f}_0 \right] = \frac{1}{2^n} \left[ \hat{f}_0 \right] H_4 = [1, -1, -1, -1, -1, -1, -1, -1, -1, -1],
\]
\[
\left[ \hat{f}_1 \right] = \frac{1}{2^n} \left[ \hat{f}_1 \right] H_4 = [1, -1, -1, -1, -1, -1, -1, -1, -1, -1].
\]

Thus,
\[
f_0 (x_1, x_2, x_3, x_4) = x_1 x_3 \overline{x_4} \lor x_1 \overline{x_3} x_4 \lor x_2 x_3 x_4 = x_1 (x_3 \oplus x_4) \lor x_2 (x_3 \oplus x_4 + 1),
\]
\[
f_1 (x_1, x_2, x_3, x_4) = x_1 x_3 x_4 \lor x_1 \overline{x_3} \overline{x_4} \lor x_2 \overline{x_3} x_4 \lor x_2 x_3 \overline{x_4} = x_1 (x_3 \oplus x_4 + 1) \lor x_2 (x_3 + x_4).
\]

The other two functions can be constructed in the same way as the above. They are
\[
g_0 (x_1, x_2, x_3, x_4) = x_1 x_2 \lor x_1 \overline{x_3} x_4 \lor x_1 \overline{x_3} \overline{x_4} \lor x_2 x_3 x_4 = x_1 x_2 \lor (x_1 \lor x_2)(x_3 \oplus x_4),
\]
\[
g_1 (x_1, x_2, x_3, x_4) = x_1 x_2 \lor x_1 x_3 x_4 \lor x_1 \overline{x_3} \overline{x_4} \lor x_2 x_3 x_4 = x_1 x_2 \lor (x_1 \lor x_2)(x_3 \oplus x_4 + 1).
\]

The truth tables of the above functions are presented in Figure 3.

The observation in Example 1 can be generalized to the following corollary of Theorem 2.

**Corollary 2** Let \( n \geq 4 \) and \( f \in \text{PC}_n(1) \). \( f(x_1, \ldots, x_n) \) is unate in \( x_i \) and \( x_j \) if and only if \( f \) can be represented in one of the following formulas:

- \((c_1 \oplus x_i) L_{ij}(x_1, \ldots, x_n) \lor (c_2 \oplus x_j)(1 \oplus L_{ij}(x_1, \ldots, x_n)),\)
- \((c_1 \oplus x_i)(1 \oplus L_{ij}(x_1, \ldots, x_n)) \lor (c_2 \oplus x_j) L_{ij}(x_1, \ldots, x_n),\)
- \((c_1 \oplus x_i)(c_2 \oplus x_j) \lor ((c_1 \oplus x_i) \lor (c_2 \oplus x_j)) L_{ij}(x_1, \ldots, x_n),\)
- \((c_1 \oplus x_i)(c_2 \oplus x_j) \lor ((c_1 \oplus x_i) \lor (c_2 \oplus x_j))(1 \oplus L_{ij}(x_1, \ldots, x_n)),\)

where \( L_{ij}(x_1, \ldots, x_n) = \bigoplus_{k \in \{1, \ldots, n\} \setminus \{i, j\}} x_k \) and \( c_1, c_2 \in \{0, 1\}. \)

The following theorem is on non-unateness of the Boolean functions satisfying the PC of degree 2.

**Theorem 3** Let \( n \geq 4 \). If \( f \in \text{PC}_n(2) \), then \( f \) is not unate in any one of its variables.

(Proof) Suppose that \( f \in \text{PC}_n(2) \) is unate in \( x_1 \). Then, \( \hat{F}^2(1, 0, \ldots, 0) = 2^{2^{n-1}} \). Let \( i, j \) be any integers such that \( 2 \leq i < j \leq n \). Since \( f \in \text{PC}_n(2) \), \( \sum_{\omega_i=0} \hat{F}^2(\omega) = 2^{2n-1} \), \( \sum_{\omega_j=0} \hat{F}^2(\omega) = 2^{2n-1} \), and \( \sum_{\omega_i=0, \omega_j=1} \hat{F}^2(\omega) = 2^{2n-1} \). Thus,
\[
\sum_{\omega_j=0} \hat{F}^2(\omega) + \sum_{\omega_i=0} \hat{F}^2(\omega) - 2\hat{F}^2(1, 0, \ldots, 0) = \sum_{\omega_i=0, \omega_j=1} \hat{F}^2(\omega) = 0.
\]

From this equation, if \( \hat{F}(\omega) \neq 0 \), then at most one of \( \omega_2, \ldots, \omega_n \) is 0 or \( \omega = (1, 0, \ldots, 0) \).

If \( n = 4 \), then, for every \( f \in \text{PC}_4(2) \), \( f \) is perfectly nonlinear and \( \hat{F}^2(\omega) = 16 \) for every \( \omega \in \{0, 1\}^4 \), which is a contradiction.
For $n \geq 5$,

$$\sum_{\omega_1 \oplus \omega_2 = 1} \hat{F}^2(\omega)$$

$$= \hat{F}^2(0, 1, \ldots, 1, 0, 1, \ldots, 1) + \hat{F}^2(0, 1, \ldots, 1, 0, 1, \ldots, 1) +$$

$$\hat{F}^2(1, 1, \ldots, 1, 0, 1, \ldots, 1) + \hat{F}^2(1, 1, \ldots, 1, 0, 1, \ldots, 1)$$

$$= 2^{2n-1}.$$  

Thus, from Lemma 1, for every $\omega \in \{0, 1\}^n$ such that only one of $\omega_2, \ldots, \omega_n$ is 0 and $\hat{F}(\omega) \neq 0$, $\hat{F}^2(\omega) = 2^{2n-2}$. For every $\omega \in \{0, 1\}^n$ such that only one of $\omega_2, \ldots, \omega_n$ is 0, since

$$\sum_{\omega_1 = 0} \hat{F}^2(\omega) = \sum_{\omega_1 = 1} \hat{F}^2(\omega) = 2^{2n-1},$$

$$\hat{F}^2(1, 0, \ldots, 0) = 2^{2(n-1)},$$

Figure 3: Functions in $PC_4(1)$ and positive in $x_1$ and $x_2$.
at most three of $\hat{F}^2(\omega)$'s are $2^{2n-2}$, while, since
\[
\sum_{\omega_2 \oplus \omega_3 = 1} \hat{F}^2(\omega) = \sum_{\omega_4 \oplus \omega_5 = 1} \hat{F}^2(\omega) = 2^{2n-1},
\]
at least four of $\hat{F}^2(\omega)$’s are $2^{2n-2}$. This causes a contradiction. Thus, the theorem has been proved. \qed

4 Symmetry

In this section, relationships between the symmetry and the PC are presented.

The following lemma shows a necessary condition for the Boolean functions satisfying the PC of degree 2 to be symmetric.

Lemma 5 Let $n \geq 2$. If $f \in PC_n(2) \cap S_n$, then $f^{(w+2)} = f^{(w)}$ for every $w$ such that $0 \leq w \leq n - 2$.

(Proof) Let $p$ be $1 \leq p \leq n - 1$. Let $b^p = (b^p_1, \ldots, b^p_n) \in \{0, 1\}^n$ such that $b^p_i = b^p_{i+1} = 1$ and $b^p_i = 0$ if $i \neq p, p + 1$.

Since $f \in PC_n(2)$, $f(x) \oplus f(x \oplus b^p)$ is balanced for every $p$ such that $1 \leq p \leq n - 1$. Since $f \in S_n$,
\[
\mathcal{I}_{x_p=0,x_{p+1}=1} \equiv \mathcal{I}_{x_p=1,x_{p+1}=0}
\]
for every $p$ such that $1 \leq p \leq n - 1$. Thus,
\[
\mathcal{I}_{x_p=0,x_{p+1}=0} \oplus \mathcal{I}_{x_p=1,x_{p+1}=1} \equiv 1
\]
for every $p$ such that $1 \leq p \leq n - 1$. Thus, $f^{(w+2)} = f^{(w)}$ for every $w$ such that $0 \leq w \leq n - 2$. \qed

The following lemma shows that there exist symmetric functions satisfying the PC of maximum degree.

Lemma 6 Let $n \geq 2$ and $f \in S_n$. If $f^{(w+2)} = f^{(w)}$ for every $w$ such that $0 \leq w \leq n - 2$, then
\[
f \in \begin{cases} 
PC_n(n) & \text{for even } n, \\
PC_n(n-1) & \text{for odd } n.
\end{cases}
\]

(Proof) Let $W(a) = r$ and $I(a) = \{i \mid a_i = 1, 1 \leq i \leq n\}$.

Let $R_j = \{4k + j \mid k = 0, 1, \ldots, \lfloor (n - j)/4 \rfloor\}$ for $j = 0, 1, 2, 3$.

$f$ is any one of $S_n^{R_0 \cup R_1}$, $S_n^{R_0 \cup R_3}$, $S_n^{R_2 \cup R_3}$, and $S_n^{R_3 \cup R_2}$. Since $S_n^{R_2 \cup R_3} = S_n^{R_0 \cup R_1}$ and $S_n^{R_0 \cup R_3} = S_n^{R_1 \cup R_2}$, it is sufficient to prove for $S_n^{R_0 \cup R_1}$ and $S_n^{R_1 \cup R_2}$.

For the case where $f = S_n^{R_0 \cup R_1}$:

(i) Suppose that $r \equiv 0 \pmod{4}$.

For every $x \in \{0, 1\}^n$ such that $|I(a) \cap I(x)| = 2k$ for some $k$ such that $0 \leq k \leq r/2$,
\[
|W(x) - W(x \oplus a)| \equiv 0 \pmod{4}.
\]

Thus, in this case, $f(x) \oplus f(x \oplus a) = 0$.

For every $x \in \{0, 1\}^n$ such that $|I(a) \cap I(x)| = 2k + 1$ for some $k$ such that $0 \leq k \leq r/2 - 1$,
\[
|W(x) - W(x \oplus a)| \equiv 2 \pmod{4}.
\]

Thus, in this case, $f(x) \oplus f(x \oplus a) = 1$.

From the above discussion,
\[
\{x \mid f(x) \oplus f(x \oplus a) = 1\} = \{x \mid |I(a) \cap I(x)| \text{ is odd}\}.
\]
Hence,

\[ |\{ x \mid f(x) \oplus f(x + a) = 1 \}| = 2^{n-r} \sum_{k=0}^{r/2-1} \binom{n-2k+1}{r/2-1} = 2^{n-1}. \]

(ii) Suppose that \( r \equiv 1 \pmod{4} \).
For every \( x \in \{0, 1\}^n \) such that \( |I(a) \cap I(x)| = 2k \) for some \( k \) such that \( 0 \leq k \leq (r-1)/2 \),

\[ |W(x) - W(x + a)| = \begin{cases} r - 4k & \text{if } r - 2k \geq 2k \\ 4k - r & \text{if } r - 2k < 2k. \end{cases} \]

Thus, in this case, \( f(x) \oplus f(x + a) = 1 \) if and only if \( W(x) \) is odd.
For every \( x \in \{0, 1\}^n \) such that \( |I(a) \cap I(x)| = 2k + 1 \) for some \( k \) such that \( 0 \leq k \leq (r-1)/2 \),

\[ |W(x) - W(x + a)| = \begin{cases} r - (4k + 2) & \equiv 3 \pmod{4} \text{ if } W(x + a) \geq W(x) \\ (4k + 2) - r & \equiv 1 \pmod{4} \text{ if } W(x + a) < W(x). \end{cases} \]

Thus, in this case, \( f(x) \oplus f(x + a) = 1 \) if and only if \( W(x) \) is even.

From the above discussion,

\[ \{ x \mid f(x) \oplus f(x + a) = 1 \} = \{ x \mid |I(a) \cap I(x)| \text{ is even and } W(x) \text{ is odd} \} \cup \{ x \mid |I(a) \cap I(x)| \text{ is odd and } W(x) \text{ is even} \}. \]

Hence, unless \( n \equiv 1 \pmod{4} \) and \( a = (1, \ldots, 1) \), then

\[ |\{ x \mid f(x) \oplus f(x + a) = 1 \}| = \sum_{k=0}^{r/2-1} \binom{n-2k+1}{r/2-1} \sum_{j=0}^{n-r} \binom{n-2j+1}{r/2-1} + \sum_{k=0}^{r/2-1} \binom{n-2k+1}{r/2-1} \sum_{j=0}^{n-r} \binom{n-2j+1}{r/2-1} = 2^{n-1}. \]

and \( f(x) \oplus f(x + a) \) is balanced. If \( n \equiv 1 \pmod{4} \) and \( a = (1, \ldots, 1) \), then

\[ \{ x \mid |I(a) \cap I(x)| \text{ is even and } W(x) \text{ is odd} \} = \emptyset, \]

\[ \{ x \mid |I(a) \cap I(x)| \text{ is odd and } W(x) \text{ is even} \} = \emptyset. \]

Thus, in this case, \( f(x) \oplus f(x + a) \equiv 0 \).

(iii) Suppose that \( r \equiv 2 \pmod{4} \). In this case, we can prove in the same way as (i) that

\[ \{ x \mid f(x) \oplus f(x + a) = 1 \} = \{ x \mid |I(a) \cap I(x)| \text{ is even} \}. \]

Hence,

\[ |\{ x \mid f(x) \oplus f(x + a) = 1 \}| = 2^{n-r} \sum_{k=0}^{r/2} \binom{n-2k+1}{r/2} = 2^{n-1}. \]

(iv) Suppose that \( r \equiv 3 \pmod{4} \). It can be obtained in the same way as (ii) that

\[ \{ x \mid f(x) \oplus f(x + a) = 1 \} = \{ x \mid |I(a) \cap I(x)| \text{ and } W(x) \text{ are even} \} \cup \{ x \mid |I(a) \cap I(x)| \text{ and } W(x) \text{ are odd} \}. \]

Hence, unless \( n \equiv 3 \pmod{4} \) and \( a = (1, \ldots, 1) \), then

\[ |\{ x \mid f(x) \oplus f(x + a) = 1 \}| = \sum_{k=0}^{r/3-1} \binom{n-2k+1}{r/3-1} \sum_{j=0}^{n-r} \binom{n-2j+1}{r/3-1} + \sum_{k=0}^{r/3-1} \binom{n-2k+1}{r/3-1} \sum_{j=0}^{n-r} \binom{n-2j+1}{r/3-1} = 2^{n-1}. \]
and \( f(x) \oplus f(x \oplus a) \) is balanced. If \( n \equiv 3 \pmod{4} \) and \( a = (1, \ldots, 1) \), then
\[
\{ x \mid \|I(a) \cap I(x)\| \text{ is even and } W(x) \text{ is odd} \} = \{ x \mid W(x) \text{ is odd} \}
\]
\[
\{ x \mid \|I(a) \cap I(x)\| \text{ is odd and } W(x) \text{ is even} \} = \{ x \mid W(x) \text{ is even} \}.
\]
Thus, in this case, \( f(x) \oplus f(x \oplus a) \equiv 1 \).

For the case where \( f = \mathcal{S}_x^{R_1 \cup R_2} \):

(v) Suppose that \( r \equiv 0 \pmod{4} \). It is obtained that
\[
\{ x \mid f(x) \oplus f(x \oplus a) = 1 \} = \{ x \mid \|I(a) \cap I(x)\| \text{ is odd} \}.
\]
Hence, \( f(x) \oplus f(x \oplus a) \) is balanced.

(vi) Suppose that \( r \equiv 1 \pmod{4} \). It can be obtained that
\[
\{ x \mid f(x) \oplus f(x \oplus a) = 1 \} =
\{ x \mid \|I(a) \cap I(x)\| \text{ and } W(x) \text{ are even} \} \cup \{ x \mid \|I(a) \cap I(x)\| \text{ and } W(x) \text{ are odd} \}.
\]
Hence, unless \( n \equiv 1 \pmod{4} \) and \( a = (1, \ldots, 1) \), then \( f(x) \oplus f(x \oplus a) \) is balanced. If \( n \equiv 1 \pmod{4} \) and \( a = (1, \ldots, 1) \), then \( f(x) \oplus f(x \oplus a) \equiv 1 \).

(vii) Suppose that \( r \equiv 2 \pmod{4} \). In this case, we can prove in the same way as (i) that
\[
\{ x \mid f(x) \oplus f(x \oplus a) = 1 \} = \{ x \mid \|I(a) \cap I(x)\| \text{ is even} \}.
\]
Hence, \( f(x) \oplus f(x \oplus a) \) is balanced.

(viii) Suppose that \( r \equiv 3 \pmod{4} \). It is obtained that
\[
\{ x \mid f(x) \oplus f(x \oplus a) = 1 \} =
\{ x \mid \|I(a) \cap I(x)\| \text{ is even and } W(x) \text{ is odd} \} \cup \{ x \mid \|I(a) \cap I(x)\| \text{ is odd and } W(x) \text{ is even} \}.
\]
Hence, unless \( n \equiv 3 \pmod{4} \) and \( a = (1, \ldots, 1) \), then \( f(x) \oplus f(x \oplus a) \) is balanced. If \( n \equiv 3 \pmod{4} \) and \( a = (1, \ldots, 1) \), then \( f(x) \oplus f(x \oplus a) \equiv 0 \). \( \Box \)

From the above two lemmas, the following theorem is obtained.

**Theorem 4** Let \( n \geq 2 \).

- If \( n \) is even, then, for every \( k \) such that \( 2 \leq k \leq n \),
\[
\text{PC}_n(k) \cap S_n = \{ f \in S_n \mid f(w+2) = f(w) \text{ for every } w \text{ such that } 0 \leq w \leq n-2 \}.
\]

- If \( n \) is odd, then, for every \( k \) such that \( 2 \leq k \leq n-1 \),
\[
\text{PC}_n(k) \cap S_n = \{ f \in S_n \mid f(w+2) = f(w) \text{ for every } w \text{ such that } 0 \leq w \leq n-2 \}.
\]
\( \Box \)

The number of symmetric Boolean functions with \( n \) variables satisfying the PC of degree more than 1 is 4 for \( n \geq 4 \).
Theorem 5 Let \( n \geq 2 \) be even and \( f \in S_n \). \( f \in PC_n(1) \) if, for every \( w \) such that \( 0 \leq w \leq n/2 - 1 \),
\[
f^{(w+1)} = f^{(w)} \text{ and } f^{(n-w)} = f^{(n-w-1)},
\]
or
\[
f^{(w+1)} = \overline{f^{(w)}} \text{ and } f^{(n-w)} = f^{(n-w-1)}.
\]

(Proof) \( f(x_1, \ldots, x_{n-1}, x_n) \oplus f(x_1, \ldots, x_{n-1}, x_n \oplus 1) \) is balanced if and only if \( f(x_1, \ldots, x_{n-1}, 0) \oplus f(x_1, \ldots, x_{n-1}, 1) \) is balanced. Suppose that \( f^{(w+1)} = f^{(w)} \) and \( f^{(n-w)} = f^{(n-w-1)} \), or \( f^{(w+1)} = \overline{f^{(w)}} \) and \( f^{(n-w)} = f^{(n-w-1)} \). Then, for every \( k \) such that \( 0 \leq k \leq n/2 - 1 \),
\[
\left\{ \langle x \rangle_{n-1} \mid f(\langle x \rangle_{n-1}, 0) \oplus f(\langle x \rangle_{n-1}, 1) = 1, \text{ and } W(\langle x \rangle_{n-1}) = k \text{ or } W(\langle x \rangle_{n-1}) = n - 1 - k \right\}
\]
\[= n^{-1} C_k. \]

Thus,
\[
\left\{ \langle x \rangle_{n-1} \mid f(\langle x \rangle_{n-1}, 0) \oplus f(\langle x \rangle_{n-1}, 1) = 1 \right\} = \sum_{k=0}^{n/2-1} n^{-1} C_k = 2^{n-2}.
\]

This implies that \( f(x_1, \ldots, x_{n-1}, x_n) \oplus f(x_1, \ldots, x_{n-1}, x_n \oplus 1) \) is balanced.

It can be proved in the same way that \( f(x_1, \ldots, x_n) \oplus f(x_1, \ldots, x_{n-1}, x_i \oplus 1, x_{i+1}, \ldots, x_n) \) is balanced for every \( i \) such that \( 1 \leq i \leq n - 1 \). \( \square \)

From the above theorem, it follows that \( |PC_n(1) \cap S_n| \geq 2^{n/2+1} \) for every even \( n \geq 2 \).

Corollary 3 For every even \( n \geq 4 \), \( PC_n(1) \cap S_n \neq PC_n(2) \cap S_n = \cdots = PC_n(n) \cap S_n \). \( \square \)

5 Self-Duality

Self-duality of Boolean functions satisfying the PC is discussed in this section. First, two lemmas are presented on the properties of self-dual Boolean functions.

Lemma 7 If \( f \in D_n \), then
\[
\hat{F}(\omega) = \begin{cases} 0 & \text{if } W(\omega) \text{ is even} \\ 2\hat{F}_0(\langle \omega \rangle_{n-1}) & \text{if } W(\omega) \text{ is odd}, \end{cases}
\]
where \( \hat{F}_0(\langle \omega \rangle_{n-1}) = \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}} \).

(Proof) Since \( f(x_1, \ldots, x_n) = 1 \oplus (1 \oplus x_1, \ldots, 1 \oplus x_n), f(x_1, \ldots, x_{n-1}, 1) = 1 \oplus (1 \oplus x_1, \ldots, 1 \oplus x_{n-1}, 0) \),
\[
\hat{F}(\omega) = \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1})(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}}
\]
\[
= \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}} + \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1}, 1)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}}
\]
\[
= \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}} - \sum_{\langle x \rangle_{n-1}} \hat{f}(1 \oplus x_1, \ldots, 1 \oplus x_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}}
\]
\[
= \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}} - \sum_{\langle y \rangle_{n-1}} \hat{f}(\langle y \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle y \rangle_{n-1}}
\]
\[
= \begin{cases} 0 & \text{if } W(\omega) \text{ is even} \\ 2 \sum_{\langle x \rangle_{n-1}} \hat{f}(\langle x \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1}:\langle x \rangle_{n-1}} & \text{if } W(\omega) \text{ is odd}. \end{cases}
\]
\( \square \)
Lemma 8 Let \( f \in D_n \). Then,
\[
C_f(a) = \begin{cases} 
2C_{f|_{x_n=0}}(a_1, \ldots, a_{n-1}) & \text{if } a_n = 0 \\
-2C_{f|_{x_n=0}}(a_1 \oplus 1, \ldots, a_{n-1} \oplus 1) & \text{if } a_n = 1.
\end{cases}
\]

(Proof)
\[
C_f(a) = \frac{1}{2^n} \sum_\omega \hat{F}^2(\omega)(-1)^{\omega \cdot a}
\]
\[
= \frac{1}{2^n} \left( \sum_{\omega_{n-1}} \hat{F}^2(\langle \omega \rangle_{n-1}, 0)(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1}} + \sum_{\omega_{n-1}} \hat{F}^2(\langle \omega \rangle_{n-1}, 1)(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1} \oplus a_n} \right).
\]

From Lemma 7,
\[
\hat{F}(\langle \omega \rangle_{n-1}, 0) = \begin{cases} 
0 & \text{if } W(\langle \omega \rangle_{n-1}) \text{ is even}
\\
2\hat{F}_0(\langle \omega \rangle_{n-1}) & \text{if } W(\langle \omega \rangle_{n-1}) \text{ is odd},
\end{cases}
\]
\[
\hat{F}(\langle \omega \rangle_{n-1}, 1) = \begin{cases} 
2\hat{F}_0(\langle \omega \rangle_{n-1}) & \text{if } W(\langle \omega \rangle_{n-1}) \text{ is even}
\\
0 & \text{if } W(\langle \omega \rangle_{n-1}) \text{ is odd}.
\end{cases}
\]

Thus,
\[
C_f(\langle a \rangle_{n-1}, 0) = \frac{1}{2^n} \sum_{\langle \omega \rangle_{n-1}} \left( \hat{F}^2(\langle \omega \rangle_{n-1}, 0) + \hat{F}^2(\langle \omega \rangle_{n-1}, 1) \right)(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1}}
\]
\[
= \frac{1}{2^{n-2}} \sum_{\langle \omega \rangle_{n-1}} \hat{F}_0^2(\langle \omega \rangle_{n-1})(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1}}
\]
\[
= 2C_{f|_{x_n=0}}(a_1, \ldots, a_{n-1}).
\]

And,
\[
C_f(\langle a \rangle_{n-1}, 1) = \frac{1}{2^n} \sum_{\langle \omega \rangle_{n-1}} \left( \hat{F}^2(\langle \omega \rangle_{n-1}, 0) - \hat{F}^2(\langle \omega \rangle_{n-1}, 1) \right)(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1}}
\]
\[
= \frac{1}{2^{n-2}} \sum_{\langle \omega \rangle_{n-1}} \hat{F}_0^2(\langle \omega \rangle_{n-1})(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1} \oplus \langle \omega \rangle_{n-1} \oplus \cdots \oplus \langle \omega \rangle_{n-1} \oplus 1)}
\]
\[
= -\frac{1}{2^{n-2}} \sum_{\langle \omega \rangle_{n-1}} \hat{F}_0^2(\langle \omega \rangle_{n-1})(-1)^{\langle \omega \rangle_{n-1} \cdot \langle a \rangle_{n-1} \oplus \cdots \oplus \langle \omega \rangle_{n-1} \oplus 1)}
\]
\[
= -2C_{f|_{x_n=0}}(a_1 \oplus 1, \ldots, a_{n-1} \oplus 1).
\]

\(\blacksquare\)

The following results show that there exist self-dual Boolean functions satisfying the PC. The maximum degree of the PC of self-dual Boolean functions with an odd number of variables, however, is different from that of self-dual Boolean functions with an even number of variables.

First, Boolean functions with an odd number of variables are discussed. The following proposition gives a necessary and sufficient condition for Boolean functions with an odd number of variables satisfying the PC of maximum degree.

Proposition 8 Let \( n \geq 3 \) be odd and \( f \in B_n \). \( f \in PC_n(n-1) \) if and only if
\[
|\hat{F}(\omega)| = \begin{cases} 
0 & \text{if } W(\omega) \text{ is even}
\\
2^{\frac{n+1}{2}} & \text{if } W(\omega) \text{ is odd}
\end{cases} \quad \text{or} \quad |\hat{F}(\omega)| = \begin{cases} 
2^{\frac{n+1}{2}} & \text{if } W(\omega) \text{ is even}
\\
0 & \text{if } W(\omega) \text{ is odd}.
\end{cases}
\]

\(\blacksquare\)
It is shown in [HI95a], for every odd \( n \geq 3 \), that the number of Boolean functions in \( \text{PC}_n(n-1) \) is 2\(|\text{PC}_{n-1}(n-1)| \), which is \( \Omega(2^{(n-1)/2})[\text{Rue91}] \), and that, for the half of them, \( \hat{F}(\omega) = 0 \) for every \( \omega \) such that \( W(\omega) \) is even.

**Theorem 6** Let \( n \geq 3 \) be odd and \( f \in B_n \). Then, \( f \in \text{PC}_n(n-1) \cap D_n \) if and only if

\[
|\hat{F}(\omega)| = \begin{cases} 
0 & \text{if } W(\omega) \text{ is even} \\
2^{n+1} & \text{if } W(\omega) \text{ is odd}
\end{cases}
\]

(Proof) From Lemma 7 and Proposition 8, it is clear that

\[
|\hat{F}(\omega)| = \begin{cases} 
0 & \text{if } W(\omega) \text{ is even} \\
2^{n+1} & \text{if } W(\omega) \text{ is odd}
\end{cases}
\]

if \( f \in \text{PC}_n(n-1) \cap D_n \).

If \( f \in B_n \) and

\[
|\hat{F}(\omega)| = \begin{cases} 
0 & \text{if } W(\omega) \text{ is even} \\
2^{n+1} & \text{if } W(\omega) \text{ is odd}
\end{cases}
\]

then, \( f \in \text{PC}_n(n-1) \) and

\[
C_f(1, \ldots, 1) = \frac{1}{2^n} \sum_{\omega} \hat{F}^2(\omega)(-1)^{\omega_1 \cdots \omega_n} = 2 \sum_{\omega, W(\omega) \text{ is odd}} (-1)^{\omega_1 \cdots \omega_n} = -2^n.
\]

Thus, from Proposition 7, \( f \in D_n \). \( \Box \)

Next, Boolean functions with an even number of variables is discussed. The following theorem indicates that, for every even \( n \geq 2 \), the degree of the PC of self-dual Boolean functions with \( n \) variables is at most \( n/2 - 1 \) and that there really exist self-dual Boolean functions with \( n \) variables satisfying the PC of degree \( n/2 - 1 \).

**Corollary 4** Let \( n \geq 3 \) be odd. \( \text{PC}_n(n-1) \cap D_n = \text{PC}_n(n-1) \cap \{ f \in B_n \mid f \text{ is balanced} \} \). \( \Box \)

**Theorem 7** Let \( n \geq 2 \) be even. Then,

1. \( \text{PC}_n(n/2) \cap D_n = \emptyset \)
2. \( \text{PC}_n(n/2 - 1) \cap D_n \neq \emptyset \)

(Proof) 1) Suppose that \( f \in D_n \). For \( f|_{x_n = 0} \in B_{n-1} \), \( C_f|_{x_n = 0}(0, \ldots, 0) \neq 0 \). Since \( f|_{x_n = 0} \) does not satisfy the PC with respect to at least one element \( (a_1, \ldots, a_{n-1}) \in V_{n-1} \), \( C_f|_{x_n = 0}(a_1, \ldots, a_{n-1}) \neq 0 \). Thus, from Lemma 8, \( C_f(0, \ldots, 0) \neq 0 \), \( C_f(1, \ldots, 1) \neq 0 \), and \( C_f(a_1, \ldots, a_{n-1}, 0) \neq 0 \), \( C_f(a_1 \oplus 1, \ldots, a_{n-1} \oplus 1, 1) \neq 0 \). Let the Hamming weight of \( (a_1, \ldots, a_{n-1}) \) is \( k \). Then, the Hamming weights of \( (a_1, \ldots, a_{n-1}, 0) \) and \( (a_1 \oplus 1, \ldots, a_{n-1} \oplus 1, 1) \) are \( k \) and \( n-k \), respectively. Since \( \min_{1 \leq k \leq n-1} \max_{1 \leq k \leq n-1} \{k, n-k\} = n/2 \), \( f \) satisfies the PC of degree at most \( n/2 - 1 \).

2) Let \( b = (b_1, \ldots, b_{n-1}) \in \{0, 1\}^{n-1} \) and \( b_i = 1 \) if \( 1 \leq i \leq n/2 \) and \( b_i = 0 \) if \( n/2 + 1 \leq i \leq n-1 \). Let \( f \in D_n \) and \( f|_{x_n = 0} \) satisfy the PC with respect to \( V_{n-1} \setminus \{b\} \). Then, from Lemma 8, \( C_f(a) \neq 0 \) if and only if \( a \in \{0, \ldots, 0\}, (1, \ldots, 1), (b_1, \ldots, b_{n-1}, 0), (b_1 \oplus 1, \ldots, b_{n-1} \oplus 1, 1) \}. Thus, \( f \in \text{PC}_n(n/2 - 1) \). \( \Box \)
6 Conclusion

This paper has discussed the relationships between the PC and each one of the unaterness, the symmetry and the self-duality.

It has been presented that Boolean functions satisfying the PC of degree 2 are not unate in any one of its variables. This implies that the PC and the unateness are not compatible. The PC and the symmetry are not compatible, either, in the sense that there exist only four symmetric functions with a fixed number of variables that satisfy the PC of degree 2. The presented results on the unateness and the symmetry of Boolean functions satisfying the PC also show the difference between the PC of degree at most one and the PC of degree at least 2.

Relationships between the PC and the self-duality in this paper show a different behavior between Boolean functions with an even number of variables and those with an odd number of variables. There exist Boolean functions with an odd number of variables that satisfy the PC of maximum degree, while the degree of the PC of self-dual Boolean functions with an even number of variables is less than one half of the number of the variables.

One of the future works is to investigate the relationships between other nonlinearity criteria than the PC and each one of the unateness, the symmetry and the self-duality.
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