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SUMMARY This paper proposes a new lightweight 256-bit hash func-
tion Lesamnta-LW. The security of Lesamnta-LW is reduced to that of
the underlying AES-based block cipher and it is theoretically analyzed
for an important application, namely the key-prefix mode. While most of
recently proposed lightweight primitives are hardware-oriented with very
small footprints, our main target with Lesamnta-LW is to achieve compact
and fast hashing for lightweight application on a wider variety of environ-
ments ranging from inexpensive devices to high-end severs at the 2120 se-
curity level. As for performance, our primary target CPUs are 8-bit and it is
shown that, for short message hashing, Lesamnta-LW offers better tradeoffs
between speed and cost on an 8-bit CPU than SHA-256.
key words: hash functions, lightweight cryptography, security reduction
proofs

1. Introduction

Systems and solutions using small portable electronic de-
vices employing low-cost 8-bit CPUs have gained increas-
ing attention from both companies and end users. About
55% of all CPUs sold in the world are 8-bit microcon-
trollers and microprocessors and over 4 billion 8-bit con-
trollers were sold in 2006 [37], [46]. These devices include
low-end smart cards and RFID (Radio frequency identifica-
tion) tags. Based on the report in [40] stating that the pas-
sive RFID tag market is expected to hit $486M in 2013, it
is expected that, in the near future, we will see a wide va-
riety of applications for mobile phones and wireless sensor
networks, etc.

Security and privacy in such devices have recently
opened up an active research area called lightweight cryp-
tography. The main challenge in this area is to design cryp-
tographic primitives or protocols that meet the system re-
quirements which are often very severe in the sense that
the available resources are quite limited for implementing
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these cryptographic components. Lightweight ciphers such
as PRESENT [9] and KATAN [12] have been proposed.
On the other hand, it is pointed out [18] that in RFID se-
curity community, it is commonly assumed that hash func-
tions are the better choice than block ciphers from an imple-
mentation perspective, even though RFID tags supporting
AES are already available [17]. In this sense, lightweight
hash functions such as H-PRESENT [10], MAME [43],
SQUASH [38] and QUARK [2] hold promise for implemen-
tation. However, these hash functions mentioned above are
hardware-oriented with very small footprints. Hardware-
oriented schemes do not necessarily provide good perfor-
mance on 8-bit CPUs. We also notice that there are not large
RAM/ROM available on small portable electronic devices.

This paper proposes a 256-bit hash function, Lesamnta-
LW, that provides good performance on memory-constrained
devices employing 8-bit CPUs. Its domain extension is the
strengthened Merkle-Damgård construction and its underly-
ing component is an AES-based block cipher taking a 256-
bit plaintext and a 128-bit key. As for choice of algorithms,
block cipher technology appears to be more mature than
hash function technology due to the AES competition or-
ganized by NIST. Note that Lesamnta-LW is a lightweight
variant of Lesamnta [22] that was submitted to the SHA-3
competition. The design goals of Lesamnta-LW are summa-
rized below.

1. Compact and fast, optimized for lightweight applica-
tions on a wider variety of environments ranging from
cheap devices to high-end severs:
Our primary target CPUs are 8-bit and it is shown
that, for short message hashing, Lesamnta-LW offers
better tradeoffs between speed and cost on an 8-bit
CPU than SHA-256. Our software implementation
of Lesamnta-LW requires only 50 bytes of RAM. On
high-end processors where AES instruction set can be
utilized, Lesamnta-LW is reasonably fast.
A provably secure key-prefix (KP) mode (required
in PPP Challenge Handshake Authentication Protocol
[39]) of Lesamnta-LW gains significant advantage over
the standard method HMAC-SHA-256.

2. 2120 security level achieved with a high security mar-
gin:
The compression function is a new mode of a block ci-
pher, called the LW1 mode, which enables us to provide
proofs reducing the security of Lesamnta-LW to that of
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the underlying block cipher. The block cipher is based
on AES in order to gain confidence in its security.

For the security levels, an ideal 256-bit hash function would
provide the 2256 security level against preimage attacks.
However, the 2120 security level is sufficient for most ap-
plications, especially on small devices. We give preference
to cost over preimage resistance in the design of Lesamnta-
LW. (There is always a tradeoff between security and cost.
The security and the cost do not go together generally.)

The outline of this paper is as follows. In Sect. 2, we
explain our design strategy. In Sect. 3, we give the specifica-
tion of the Lesamnta-LW hash function. In Sect. 4, we dis-
cuss the security reduction of Lesamnta-LW. In Sect. 5, we
evaluate the security of Lesamnta-LW against all relevant at-
tacks. Section 6 presents implementation results. Section 7
concludes the paper.

2. Design Principle

While recent symmetric-key primitive proposals provide a
relatively low security levels such as 64-bit and 80-bit levels,
we argue that there is an increasing demand for lightweight
hash functions providing a high security level. A reason-
able application would be code signing for small but highly
sensitive devices which can be targeted at medical applica-
tions or car electronics. Our main design goal to satisfy
these application requirements is to develop a secure 256-
bit hash function which achieves small hardware/software
implementations. More specifically, the most important as-
pects are to have security reductions, to have a small hard-
ware footprint, and to have a low working memory (RAM)
requirement for software. Our next target is to achieve fairly
fast speed when taking into account the context, including
the length of the input message and the modes of operation.
This is because the required efficiency could include good
performance for very short messages such as IDs or for the
pseudorandom function derived from the hash function with
constructions such as HMAC or Key-Prefix (KP) mode as
discussed in this paper. A speedup can be obtained with the
KP mode, compared to the standard solution HMAC with
SHA-256.

2.1 Padding Method

For the padding method of Lesamnta-LW, the last block
does not contain any part of the message input. It only con-
tains the length of the message input. This property is re-
quired to guarantee preimage resistance of Lesamnta-LW.

2.2 LW1 Mode

Sophisticated designs and attacks on block ciphers were pre-
sented in the AES competition. Knowledge on block ci-
phers is useful in designing secure hash functions. This is
why Lesamnta-LW is designed as a block-cipher-based hash
function. A few reasons for choosing the LW1 mode are

also listed below. First, from the viewpoint of attacks on
a block cipher, recent collision attacks use the fact that an
attacker can directly control the key of a block cipher. In
contrast, the LW1 mode does not allow attackers to control
the key of the block cipher directly. Second, the LW1 mode
is theoretically analyzed. It enables us to reduce the security
of Lesamnta-LW to that of the underlying block cipher to
a greater extent than the popular Davies-Meyer mode [30]
used by the SHA family.

2.3 Block Cipher

The block cipher is designed to meet the following require-
ments:

• The security analysis should be simple to have confi-
dence in the design.
• It should be compact in software/hardware.
• It should offer a reasonable speed on high-end/low-end

CPUs.

For this purpose, the block cipher is an AES-based de-
sign such that Lesamnta-LW can gain clear advantages over
known block-cipher based designs such as SHA-256 and
MAME. The key scheduling function ensures a strong non-
linearity and an excellent diffusion property by re-using the
32-bit permutation of the mixing function; this reduces the
hardware complexity since a part of the hardware can be
reused. The round constants sequentially generated from
a linear feedback shift register introduce randomness and
asymmetry into the key scheduling function.

3. Specification

3.1 Message Padding

The first step of the hash computation is the padding of the
message. The purpose of the padding is to ensure that the
input consists of a multiple of 128 bits. Suppose that the
length of a message M is l bits. Append the bit “1” to the
end of the message, followed by k + 63 zero bits, where
k is the smallest non-negative integer such that l + k ≡ 0
(mod 128). Then, append a 64-bit block equal to the number
l as expressed in binary representation. Thus, the maximum
length of the message is 264 − 1.

3.2 Compression Function and Domain Extension

Lesamnta-LW is a Merkle-Damgård iterated hash function
[15], [31] using the following compression function on 128-
bit words H(i−1)

0 , H(i−1)
1 , and M(i):

h(H(i−1),M(i)) = EH(i−1)
0

(M(i)‖H(i−1)
1 ),

where H(i−1) = H(i−1)
0 ‖H(i−1)

1 and EK is a 256-bit block cipher
with a 128-bit key K. We call this method to construct a
compression function the LW1 mode. For a padded message
input M = M(1)‖ · · · ‖M(N), Lesamnta-LW works as follows:
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Fig. 1 The structure of Lesamnta-LW.

Fig. 2 The round function.

H(i) = h(H(i−1),M(i)) for 1 ≤ i ≤ N, where H(0) is a fixed
initial value and H(N) is the output. It is illustrated in Fig. 1.
This structure is referred to as LWE(H(0),M) later in Sect. 4.

3.3 Block Cipher

Lesamnta-LW uses a 64-round block cipher E that takes as
input a 128-bit key and a 256-bit plaintext. The block cipher
consists of two parts: the key scheduling function mapping
the key to the round keys and the mixing function taking as
input a plaintext and the round keys to produce a ciphertext.
Both of them use a type-1 4-branch generalized Feistel net-
work (GFN) (cf. Zheng et al. [48]). One round of the block
cipher is illustrated in Fig. 2. The input variables to round r
for the mixing function and the key scheduling function are
denoted by (x(r)

0 , x
(r)
1 , x

(r)
2 , x

(r)
3 ) and (k(r)

0 , k
(r)
1 , k

(r)
2 , k

(r)
3 ) respec-

tively. Each x(r)
i is a 64-bit word and each k(r)

i is a 32-bit
word.

The mixing function consists of XORs, a wordwise
permutation, and a non-linear function G. Taking as input
a 32-bit round key K(r), the mixing function updates its in-
termediate state in the following manner:

x(r+1)
0 = x(r)

3 ⊕G(x(r)
2 ,K

(r)), x(r+1)
1 = x(r)

0 ,

x(r+1)
2 = x(r)

1 , x(r+1)
3 = x(r)

2 .

The function G consists of XOR operations, a 32-bit
non-linear permutation Q, and a function R. For a 64-bit
input y = y0 ‖ y1 and a 32-bit round key K(r), G(y,K(r)) is
defined as follows:

G(y,K(r)) = R(Q(y0 ⊕ K(r)) ‖ Q(y1)).

Using the AES components [14], the function Q is de-
fined as follows:

Q =MixColumns ◦ SubBytes.

The SubBytes transformation is a non-linear byte sub-
stitution that takes 4 bytes s0, s1, s2, s3 as input and operates

ConstantGenerator(word C[64])

begin

word c;

c = ffffffff; /*in hexadecimal*/

for i = 0 to (64 * 3) - 1

/* Galois LFSR */

if c & 00000001 == 00000001

c = (c >> 1) ˆ dbcdcc80;

else

c = c >> 1;

end if

if i mod 3 == 0

C[i/3] = c;

end if

end for

end

Fig. 3 The algorithm for generating the round constants.

independently on each byte by using the AES S-box. It pro-
ceeds as follows:

s′i = S-box(si) for 0 ≤ i < 4.

The MixColumns step is a bytewise operation that takes
4 bytes s0, s1, s2, s3 as input. The MixColumns step is given
by the AES MDS matrix multiplication defined over GF(28)
as follows:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

s′0
s′1
s′2
s′3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

02 03 01 01

01 02 03 01

01 01 02 03

03 01 01 02

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

s0

s1

s2

s3

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

For a 64-bit input s = s0 ‖ s1 ‖ s2 ‖ s3 ‖ s4 ‖ s5 ‖ s6 ‖ s7,
the function R(s) is defined as follows: R(s) = s4 ‖ s5 ‖ s2 ‖
s3 ‖ s0 ‖ s1 ‖ s6 ‖ s7.

One round of the key scheduling function consists of
the following two steps:

Firstly, it generates the r-th round-key K(r) = k(r)
0 .

Secondly, it updates the intermediate state in the fol-
lowing manner:

k(r+1)
0 = k(r)

3 ⊕ Q(C(r) ⊕ k(r)
2 ), k(r+1)

1 = k(r)
0 ,

k(r+1)
2 = k(r)

1 , k(r+1)
3 = k(r)

2 ,

where the 32-bit round constants C(r) are generated using
the algorithm presented in Fig. 3. The algorithm is based
on the linear feedback shift register (LFSR) of the following
primitive polynomial:

g(x) = x32 + x31 + x29 + x28 + x26 + x25 + x24

+ x23 + x20 + x19 + x17 + x16 + x15 + x12

+ x11 + x8 + 1.

4. Security Reduction

In this section, it is assumed that E is a block cipher with key



92
IEICE TRANS. FUNDAMENTALS, VOL.E95–A, NO.1 JANUARY 2012

length n/2 and block length n for even n. For Lesamnta-LW,
n = 256.

4.1 Collision Resistance

The collision resistance of LWE can be proved in the ideal
cipher model using the technique by Black et al. in [8].

LetBC(κ, ν) be the set of all block ciphers with key size
κ and block size ν. Let HE be a hash function using a block
cipher E. Let A be an adversary trying to find a collision for
HE . The col-advantage of A against HE , Advcol

HE (A), is given
by

Pr
[
AE = (M,M′) ∧ M � M′ ∧ HE(M) = HE(M′)

]
,

where E is chosen uniformly at random from BC(κ, ν).
The following theorem gives an upper bound on the

probability of finding a collision of LWE in the ideal cipher
model. It implies that Lesamnta-LW has a claimed security
level of at least 2120 block-cipher operations against colli-
sion attacks.

Theorem 1: For any collision-finding adversary A against
LWE asking at most q queries to E,

Advcol
LWE (A) ≤ (γ(n) + 3)q

2n/2 − 1

in the ideal cipher model, where γ(n) = (e/2)n/(log2 n −
log2 log2 e − 1).

The following lemma is used for the analysis of multi-
collision, which should be taken into consideration to eval-
uate the success probability of meet-in-the-middle attacks.

Lemma 1 (Theorem 3.1 in [32]): Suppose that there are t
balls and t bins and that each ball is placed in a bin chosen
independently and uniformly at random. Then, with proba-
bility at least 1− 1/t, no bin has more than e ln t/ ln ln t balls
in it.

Proof of Theorem 1: For 1 ≤ i ≤ q, let (ti, ki, wi‖xi, yi‖zi) be
a tuple such that E(ki, wi‖xi) = yi‖zi and ti ∈ {e, d} obtained
by the i-th query. ti represents the type of the i-th query:
encryption (e) or decryption (d). Let G1,G2, . . . ,Gq be a
sequence of directed graphs such that Gi = (Vi, Li), where

• V1 = {k1‖x1, y1‖z1}, L1 = {(k1‖x1, y1‖z1)}, and
• Vi = Vi−1 ∪ {ki‖xi, yi‖zi}, Li = Li−1 ∪ {(ki‖xi, yi‖zi)} for

2 ≤ i ≤ q.

Each edge (ki‖xi, yi‖zi) is labeled by (ti, wi). Notice that
yi‖zi = h(ki‖xi, wi), where h is the compression funcuion
of LWE .

Suppose that the adversary A finds a collision of LWE

with the i-th query for the first time. Then, there must be a
path in Gi from the initial value IV to some colliding output,
which does not exist in G1, . . . ,Gi−1. This path also contains
the nodes ki‖xi and yi‖zi, and the edge (ti, wi).

If ti = e, that is, the i-th query is an encryption query,
then there must be an event such that yi‖zi ∈ {y j‖z j | 1 ≤ j ≤

i−1}∪{k j‖x j | 1 ≤ j ≤ i−1}∪{IV}. If ti = d, then there must
be an event such that ki‖xi ∈ {y j‖z j | 1 ≤ j ≤ i − 1} ∪ {IV}.

For the case where ti = d and ki‖xi ∈ {y j‖z j | 1 ≤ j ≤
i − 1}, let us look into the new path in Gi mentioned above.

Let IV
(t j1 ,Mj1 )−→ v j1

(t j2 ,Mj2 )−→ · · · (t jl−1 ,Mjl−1 )−→ v jl−1

(t jl ,Mjl )−→ v jl be the
prefix of the path, where v jl−1 = ki‖xi, (t jl ,Mjl ) = (d, wi) and
v jl = yi‖zi. We start from v jl and go back toward IV until
we first find an edge (e,Mjk ) or reach the node IV without
finding such an edge. Suppose that we reach IV . Then, it
implies that there is an event such that ti′ = d and ki′ ‖xi′ =

IV for some i′ such that 1 ≤ i′ < i. On the other hand,
suppose that we find an edge (e,Mjk ). Then, it implies that
there is an event such that ti′ = e and yi′ ‖zi′ ∈ {k j‖x j | 1 ≤
j < i′} for some i′ such that 1 < i′ < i, or an event such that
ti′ = d and ki′ ‖xi′ ∈ {y j‖z j | 1 ≤ j < i′ ∧ t j = e} for some i′
such that 1 < i′ ≤ i.

From the discussions above, if A finds a collision with
at most q queries, then it implies that there must be at least
one of the following events for some i such that 1 ≤ i ≤ q:

Ai ti = e and yi‖zi = IV ,
Bi ti = e and yi‖zi ∈ {y j‖z j | 1 ≤ j ≤ i − 1} ∪ {k j‖x j | 1 ≤ j ≤

i − 1},
Ci ti = d and ki‖xi = IV ,
Di ti = d and ki‖xi ∈ {y j‖z j | 1 ≤ j < i ∧ t j = e}.
It is easy to see that

Pr[Ai] ≤ 1/(2n − (i − 1)),

Pr[Bi] ≤ 2(i − 1)/(2n − (i − 1)),

Pr[Ci] ≤ 2n/2/(2n − (i − 1)).

For Di, the probability of multicollision on y j should be
taken into consideration. From Lemma 1, for 1 ≤ q ≤ 2n,

Pr[Di] ≤ γ(n)2n/2/(2n − (i − 1)) + 1/2n/2.

Precisely speaking, the distribution of y j‖z j is not uniform
on {0, 1}n since E is a keyed permutation. However, since
Pr[y j ∈ {y1, . . . , y j−1}] ≤ Pr[y j � {y1, . . . , y j−1}], the proba-
bility of multicollision is smaller in this case.

Thus, for 1 ≤ q ≤ 2n,

Advcol
kp-LWE (A) ≤

q∑

i=1

(Pr[Ai] + Pr[Bi] + Pr[Ci] + Pr[Di])

≤ (γ(n) + 3)q/(2n/2 − 1).

The upper bound exceeds 1 for q > 2n/2. �

4.2 (Second-)Preimage Resistance

The preimage resistance of LWE can also be proved in
the ideal cipher model using the same technique. It is at
the same level as its collision resistance. It implies that
Lesamnta-LW also has a claimed security level of at least
2120 block-cipher operations against (second-)preimage at-
tacks. Lesamnta-LW cannot provide security larger than
2128 since its compression function is invertible.
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4.3 Keyed Hashing Mode

4.3.1 Keyed-via-IV (KIV) Mode

The KIV mode is a method to construct a PRF from a given
hash function. It simply replaces the initial value IV with a
secret key.

The KIV mode of Lesamnta-LW with the first half
of the output chopped off resists any distinguishing attack
that requires much fewer than 2128 queries if the underlying
block cipher is a pseudorandom permutation (PRP).

Let F (X,Y) be a set of all functions from X to Y. Let
F : K × X → Y be a keyed function from X to Y, where
K is its key space. Let A be an adversary which has oracle
access to functions from X to Y and outputs 0 or 1. The
prf-advantage of A against F, Advm-prf

F (A), is given by
∣∣∣Pr[AFK1 ,...,FKm = 1] − Pr[Aρ1 ,...,ρm = 1]

∣∣∣ ,
where Kj’s and ρ j’s are chosen uniformly and independently
at random fromK and F (X,Y), respectively. Adv1-prf

F (A) is

simply denoted by Advprf
F (A). F is called a PRF if Advprf

F (A)
is negligible for any efficient A.

Let P(X) be a set of all permutations on X. If F is
a keyed permutation on X and A has oracle access to per-
mutations in P(X), then the advantage of A is called prp-
advantage and denoted by Advm-prp

F (A).
In the remaining part, the KIV mode of LWE with the

first half of the output chopped off is denoted by kiv-LWE .

Theorem 2: Let A be a prf-adversary against kiv-LWE .
Suppose that A runs in time at most t, and makes at most
q queries, and each query has at most � message blocks.
Then, there exists a prp-adversary B against E such that

Advprf
kiv-LWE (A) ≤ �q · Advprp

E (B) +
�q(q − 1)

22n+1
.

B makes at most q queries and runs in time at most t +
O(�qTE), where TE represents the time required to compute
E.

Theorem 2 follows from Lemmas 2 and 3 shown be-
low. Proofs are given in Appendix B and Appendix C, re-
spectively.

Lemma 2: Let A be a prf-adversary against kiv-LWE . Sup-
pose that A runs in time at most t, and makes at most q
queries, and each query has at most �message blocks. Then,
there exists a prf-adversary B against E with access to q or-
acles such that

Advprf
kiv-LWE (A) = � · Advq-prf

E (B).

B makes at most q queries and runs in time at most t +
O(�qTE), where TE represents the time required to compute
E.

Lemma 3: Let A be a prf-adversary against E with m or-
acles. Suppose that A runs in time at most t, and makes at

most q queries. Then, there exists a prp-adversary B against
E such that

Advm-prf
E (A) ≤ m · Advprp

E (B) +
q(q − 1)

22n+1
.

B makes at most q queries and runs in time at most t +
O(q TE), where TE represents the time required to compute
E.

4.3.2 Key-Prefix (KP) Mode

The KP mode is a method to construct a PRF from a given
hash function [42]. It simply feeds K‖M to the hash func-
tion as an input, where K is a secret key and M is a given
message. This mode uses a hash function as a black box. In
this sense, it is similar to HMAC [34].

The KP mode of Lesamnta-LW with the first half of the
output chopped off resists any distinguishing attack that re-
quires much fewer than 2128 queries if the underlying block
cipher is a pseudorandom permutation (PRP) and it also has
a mild security property given later.

Let h be the compression function of LWE and B =
{0, 1}n/2. Let GE

1 : B × B → B2 be a keyed function such
that GE

1 (K,M) = h(h(IV,K),M), where K ∈ B and M ∈
B. Let GE

2 : B2 × B → B2 be a keyed function such that
GE

2 (K′,M) = h(K′,M), where K′ ∈ B2 and M ∈ B.
In the remaining part, the KP mode of LWE with the

first half of the output chopped off is denoted by kp-LWE .

Theorem 3: Let A be a prf-adversary against kp-LWE .
Suppose that A runs in time at most t, and makes at most
q queries, and each query has at most � message blocks.
Then, there exist an adversary B against GE

1 such that

Advprf
kp-LWE (A) ≤ Advprf

kiv-LWE (A) + Adv
GE

2

GE
1
(B),

where

Adv
GE

2

GE
1
(B) =

∣∣∣∣Pr[BGE
1 (K,·) = 1] − Pr[BGE

2 (K′,·) = 1]
∣∣∣∣

and K and K′ are random variables uniformly distributed
over B and B2, respectively. B makes at most q queries and
runs in time at most t + O(�qTE), where TE represents the
time required to compute E.

Proof : Let ρ be a random function uniformly distributed
over F (B≤�,B), where B≤� = ⋃�i=0 Bi. Let K and K′ be
random variables uniformly distributed over B and B2, re-
spectively. Then,

Advprf
kp-LWE (A) =

∣∣∣∣Pr[Akp-LWE
K = 1] − Pr[Aρ = 1]

∣∣∣∣
≤
∣∣∣∣Pr[Akp-LWE

K = 1] − Pr[Akiv-LWE
K′ = 1]

∣∣∣∣
+
∣∣∣∣Pr[Akiv-LWE

K′ = 1] − Pr[Aρ = 1]
∣∣∣∣ .

It is easy to see that
∣∣∣∣Pr[Akiv-LWE

K′ = 1] − Pr[Aρ = 1]
∣∣∣∣ = Advprf

kiv-LWE (A).
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Let us consider the following adversary B against GE
1 . B

first runs A. For each query M = M1‖Mtail from A, B
asks the first block M1 to its oracle and receives the reply
H. Then, B returns the second half of H if Mtail is empty
and LWE(H,Mtail) otherwise. Finally, B outputs A’s output.
Then,

Adv
GE

2

GE
1
(B) =

∣∣∣∣Pr[BGE
1 (K,·) = 1] − Pr[BGE

2 (K′,·) = 1]
∣∣∣∣

=
∣∣∣∣Pr[Akp-LWE

K = 1] − Pr[Akiv-LWE
K′ = 1]

∣∣∣∣ .

This completes the proof. �

GE
2 is a PRF if E is a PRP. Thus, Adv

GE
2

GE
1
(B) is negligible

for any efficient B if E is a PRP and GE
1 is a PRF.

5. Preliminary Analysis

In our preliminary analysis, we evaluate the security of
Lesamnta-LW and the underlying block cipher against all
relevant attacks. In the analysis of the block cipher, the at-
tacker can have at most 2128 complexity because of the key
length (128 bits) of the cipher rather than the plaintext length
(256 bits).

5.1 Differential and Linear Attacks

We examined resistance of the block cipher against differ-
ential [6] and linear attacks [29] which are two of the most
powerful tools in block cipher cryptanalysis. Hereafter, we
only explain our method of evaluating the security against
differential cryptanalysis as we can apply a similar method
regarding linear cryptanalysis because of its duality to dif-
ferential cryptanalysis [13]. For this purpose, we compute
upper bounds on the probabilities of differential and linear
characteristics. Our method is as follows:

• Make abstraction of the exact differences used in these
characteristics and then just consider patterns of active
S-boxes.
• Perform experiments with the Viterbi algorithm to

compute lower bounds on the minimum number of the
active S-boxes. These experiments consider the MDS
matrix property whose branch number is 5.

With this method, we can observe that the minimum
number of the active S-boxes for 24 rounds is 24. Therefore
the probabilities of differential characteristics of 24 rounds
of Lesamnta-LW are upperbounded by 2−144 because the
maximum differential probability of the AES S-box is 2−6.
As a result, it is very unlikely that differential/linear attacks
can be applied successfully to the full Lesamnta-LW.

5.2 Higher Order Differential and Interpolation Attack

In the higher order differential attacks [27], the attacker con-
structs Boolean polynomial expressions for a cipher. The
idea of the attack is that if the bits in the intermediate state

are expressed by Boolean polynomials of degree at most d,
the (d+1)-th order differential in polynomial sense of the
Boolean polynomial would be 0. Therefore if the value d
is reasonably small, the attack can be mounted. In the case
of Lesamnta-LW, we found that every output bit of the S-
box can be expressed as a Boolean polynomial of degree
7 in terms of input bits. Our experiments confirmed that
the degree of such polynomials for Lesamnta-LW with 19
rounds reaches to the required degree 256. Therefore, we
expect that the full Lesamnta-LW is secure against higher
order differential attacks.

In the interpolation attack [24], an attacker constructs
a polynomial expression for a cipher over some field using
cipher input/output pairs and then he aims to determine its
key-dependent coefficients. If the number of terms in the
polynomial expression is reasonably small, the attack can be
mounted. Lesamnta-LW uses the AES S-box which can be
expressed as a polynomial of degree 254 over GF(28). Our
experiments have confirmed that after the 16th round, each
byte in the intermediate state of the mixing function depends
on all the 32 variables while this is not the case just after the
15th round. We expect that the number of coefficients grows
fast after the 16th round due to the high degree of the S-
box and deduce that the full Lesamnta-LW is secure against
interpolation attacks.

5.3 Impossible Differential Attack

In the impossible differential Attack [5], an attacker exploits
differences that are impossible at some intermediate state of
the cipher. The best impossible difference we have found is
the difference of the form (0, Δ, 0, 0 ) at input→ (?, ?, ?, 0 )
after the 11th rounds. Note that the symbol ? denotes an ar-
bitrary difference and Δ denotes non-zero difference. How-
ever, we expect that it is unlikely that impossible differential
attacks can be successful against the full Lesamnta-LW.

5.4 Related-Key Attacks

In the related-key setting model, the attacker chooses the re-
lation between the keys, which typically is a difference be-
tween the keys. We can show that the maximum differential
characteristic probabilities for 24 rounds of the key schedul-
ing function are less than 2−128 in the same way we did in
Sect. 5.1. Hence, we expect that it is unlikely that related-
key attacks can be successful against Lesamnta-LW because
it is very difficult to find a high probability related-key dif-
ferentials.

5.5 Collision Attacks Using Message Modification

Wang et al. [44], [45] showed methods for finding collisions
for widely used hash functions such as SHA-1. Their ap-
proach is based on the differential cryptanalysis and the mes-
sage modification technique which can be used to reduce the
attack complexity by exploiting degrees of freedom in the
input message.
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For differential collision attacks on Lesamnta-LW, the
attacker has to use messages of at least two blocks because
the message block is shorter than the chaining variable. Us-
ing multiple block message, he has some control over 384
bits of the input to the compression function. However, out
of these 384 bits, the only input bits over which he can have
control in a deterministic way are 128 bits, which corre-
spond to the message block input. He can have control over
the remaining 256 bits corresponding to the chaining vari-
able input only in a probabilistic way. On the other hand,
we can show that the maximum differential characteristic
probabilities for 44 rounds of the mixing function and for
24 rounds of the key scheduling function are less than 2−256

and 2−128 in the same way we did in Sect. 5.1. Their meth-
ods for finding collisions require a differential characteristic
with a large probability and a large degree of freedom in
the message block space. Thus, we expect that it is very un-
likely that differential attacks with message modification are
effective against Lesamnta-LW.

5.6 Attacks on the Lesamnta Compression Function Using
Self-Duality

Recently, attacks [11] on the compression function of the
SHA-3 Round-1 candidate Lesamnta [22] have been re-
ported. The main idea is to find some structure in round
constants. The block cipher of Lesamnta exhibits a correla-
tion between keys, ciphertexts and plaintexts. This correla-
tion is caused by the self-duality of the key schedule and the
mixing function. Using the correlation, the block cipher of
Lesamnta is easily distinguished from an ideal cipher, and a
pseudo-collision for Lesamnta can be found with less com-
plexity than expected. Note that the concept of self-duality
was given as the property of the AES round function [28].

Since Lesamnta-LW has been designed in such a way
that it does not have the self-duality property, similar attacks
are not applicable to Lesamnta-LW. It is easy to destroy the
self-duality, that is, it is sufficient that the round key looks
like random. In the case of Lesamnta, since the 32-bit dif-
ference of a 64-bit round constant is periodically constant, it
is easy to find a key such that the round key satisfies special
conditions. In the case of Lesamnta-LW, round constants
are generated with the linear feedback shift register that is
based on the primitive polynomial with degree 32. Since
the primitive polynomial has 17 non-zero coefficients, al-
most half of bits of the internal state may be changed by one
operation. In addition, the mixing function of Lesamnta-LW
was designed in such a way that the size of a round key is a
half the size of G. This guarantees that the mixing function
does not have the self-duality property independent of the
value of a round key.

6. Implementation Results

We present software and hardware implementation results
to show the flexibility of Lesamnta-LW for lightweight ap-
plications.

Table 1 Our ASIC implementation estimates of Lesamnta-LW, MAME,
and SHA-256 with known results on other hash functions. The digest size
of SHA-3 candidates is omitted.

Algorithm Logic Area Throughput Clock
Process (kGates) (Mbit/s) (MHz)

BLAKE [41] 0.35 μm 25.57 15.4 31.25
Grφstl[41] 0.35 μm 14.62 145.9 55.87
Skein [41] 0.35 μm 12.89 19.8 80
SHA-256 [18] 0.35 μm 10.9 22.5 50
Lesamnta-LW 90 nm 8.24 125.55 188.3
MAME 90 nm 12.95 1164.48 436.68
SHA-256 90 nm 14.6 1766 220.8

Table 2 Our estimates of RAM/ROM requirements on low-cost 8-bit
CPUs

Algorithm RAM(bytes) ROM(CONST.)(bytes)
BLAKE[1] 96 172
Grøstl[21] 128 288

JH[47] 128 144
Keccak[4] 200 144
Skein[19] 96 46

SHA-256[33] 128 288
MAME[43] 64 40

Lesamnta-LW 50 768

6.1 Low-Area ASIC Implementation Results

We have estimated speed and gate count of a hardware ar-
chitecture of Lesamnta-LW, MAME, and SHA-256. In Ta-
ble 1, our results are compared to known results on the SHA-
3 final round candidates such as BLAKE-32 [1], Grφstl-
224/256 [21], and Skein [19]. It is clear that Lesamnta-LW
achieves a very small implementation and it is substantially
smaller than most of them.

6.2 Software Implementation Results

For software, Lesamnta-LW is targeted at RAM requirement
on an 8-bit CPU employed in smart devices. In low-cost 8-
bit CPU applications, hash functions should require limited
resources, memory and computation time. We argue that the
most important constraint for hash functions is the limited
RAM which could be critical in many cases.

6.2.1 8-bit CPU

We have estimated RAM/ROM requirements of SHA-3
candidates, SHA-256, and Lesamnta-LW. Our results are
shown in Table 2. As for RAM requirement, it is clear that
Lesamnta-LW achieves a very small implementation that is
substantially smaller than most SHA-3 final round candi-
dates. As for ROM requirement, we estimate the size of
constants such as initial vectors, lookup tables, and round
constants. Lesamnta-LW is larger than the other algorithms
shown in Table 2. However, it is typical on 8-bit CPUs that
the ROM size is large enough for symmetric-key algorithm
implementations. We expect that the ROM requirement of
Lesamnta-LW is reasonable.
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Table 3 Our software implementation estimates on an 8-bit CPU
Renesas R© H8 R©. Three type values are shown depending on the implemen-
tation policy, namely ROM-optimized, RAM-optimized, and balanced.

Algorithm Bulk Short ROM RAM
Speed Message (CONST. (byte)

(cycles/ (cycles/ +CODE)
byte) message) (byte)

SHA-256 1033.3 66434 32 + 37034 330
1046.9 67308 288 + 5046 330
1281.1 82296 288 + 948 330

Lesamnta-LW 1650.9 52828 512 + 20006 50
1736.5 55568 768 + 1346 50
2055.0 65760 768 + 370 54

Table 4 Our software implementation estimates on the Intel R© Core
i5

TM
processor where, for our estimate of the speed of SHA-256, we use

the code used in OpenSSH.

Algorithm Language cycles/byte cycles/byte
(32-bit mode) (64-bit mode)

SHA-256 ANSI C 26.9 30.4
Lesamnta-LW assembly 43.4 39.2

We have estimated speed and ROM/RAM size of
Lesamnta-LW and SHA-256 on an 8-bit CPU Renesas R©
H8 R©in assembly language. The performance results are
shown in Table 3 where by short message we mean a mes-
sage whose length is less than 128 bits.

As for RAM requirement, it is clear that Lesamnta-LW
gains advantages over SHA-256 with respect to speed on
short messages and RAM/ROM requirements.

6.2.2 32-bit CPU

We have estimated the speed of Lesamnta-LW and SHA-
256 on the Intel Core i5 processor which offers instructions
for fast encryption of AES. Our results are shown in Table
4. Lesamnta-LW is reasonably fast on this platform.

7. Conclusion

A new lightweight 256-bit hash function Lesamnta-LW has
been proposed. We claim that its distinct features over
the existing lightweight primitives are compactness, high-
speed, and a very good tradeoff between speed and cost on
8-bit CPUs as well as the high security levels with security
reductions. We expect that Lesamnta-LW will open up a
new set of lightweight applications.

Although we believe that the underlying block cipher
of Lesamnta-LW withstands a number of recently proposed
attacks because of our conservative design, more extensive
analysis such as evaluation of security against rebound at-
tacks would be needed.
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Appendix A: Lesamnta-LW Example

The 32-bit round constants C(r) are

a432337f 945e1f8f 92539a11 24b90062

6971c64c d6e3f449 2c2f0da9 33769295

eb506df2 708cebfe b83ab7bf 97df0f17

9223b802 7fa29140 0ff45228 01fe8a45

ed016ee8 1da02ddd ee8aba1b 46c4c223

53cd0d24 d1b46d24 c1fb4124 c3f2a4a4

c3b39814 c3bbbf82 759191b0 0eb23236

b7fd6c86 a0d48750 141a90ea 6f65b45d

e0d2092b 470fd445 e5df4528 1cbbe8a5

eea9c2b4 c618f4d6 aee8345a 783be0cb

5412e979 3c712e0f 87567c21 2619bca4

df0efb14 c02c13e2 75e3643c d571a007

9a766de0 134ecdbc d9a41537 9becdb46

a556b1a8 14aad635 efabe566 abde566c

ceb6064d f4e87f69 286e7ccd e8337039

2bf51d27 85a6fa44 cb7913c8 196f2279

For Lesamnta-LW, the initial hash value H(0) is
H(0)

0 ‖H(0)
1 ‖H(0)

2 ‖H(0)
3 ‖H(0)

4 ‖H(0)
5 ‖H(0)

6 ‖H(0)
7 , where each H(0)

i is
a 32-bit word 00000256 in hex.

Let the message M be the 24-bit (l = 24) ASCII string
“abc”, which is equivalent to the following binary string:
01100001 01100010 01100011. Then the resulting 256-
bit message digest is

2558c1d3 7f9f307b e3cddad4 a23c8654

518f6079 7eb491e7 3758727d fc83de65.

Appendix B: Proof of Lemma 2

Let B = {0, 1}n/2. Let B≤i =
⋃i

d=0 Bd. Let M[1,l] =

M1‖M2‖ · · · ‖Ml for 1 ≤ l ≤ �. For i ∈ {0, 1, . . . , �} (� ≥ 1),
let Ii : B≤� → B be a random function such that Ii(M[1,l])
equals
⎧⎪⎪⎨⎪⎪⎩
α1(M[1,l]) if l ≤ i,

kiv-LWE(α0(M[1,i])‖α1(M[1,i]),M[i+1,l]) otherwise,
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where α0 and α1 are random functions uniformly distributed
over F (Bi,B) and F (B≤i,B), respectively. Notice that α0

and α1 are just random elements from B if i = 0. Let Pi =

Pr[AIi = 1]. Then,

Advprf
kiv-LWE (A) =

∣∣∣P0 − P�
∣∣∣.

Let us consider the following prf-adversary B with q
oracles u1, . . . , uq using A as a subroutine.

B first selects i from {1, . . . , �} uniformly at random.
Then, B runs A. B simulates a random function β uniformly
distributed over F (B≤i−1,B) via lazy sampling. When B re-
ceives the k-th query M(k) = M(k)

[1,l] of A, B returns

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

β(M(k)
[1,l]) if l ≤ i − 1,

ω(uidx(k)(M(k)
i ‖β(M(k)

[1,i−1]))) if l = i,

kiv-LWE(υ(M(k)
[1,i]),M

(k)
[i+1,l]) if l ≥ i + 1,

where ω is a function which outputs the second half of its
input, and υ(M(k)

[1,i]) = uidx(k)(M(k)
i ‖β(M(k)

[1,i−1])). idx(k) is a
unique integer in {1, . . . , q}. If there is a previous query M(p)

(p < k) such that M(p)
[1,i−1] = M(k)

[1,i−1], then idx(k) = idx(p).
Otherwise, idx(k) = k.

Now, suppose that B has oracle access to EK1 , EK2 , . . .,
EKq , where Kj’s are independent random variables uni-

formly distributed over B. Then, in response to M(k)
[1,l], B

returns
⎧⎪⎪⎨⎪⎪⎩
β(M(k)

[1,l]) if l ≤ i − 1,

kiv-LWE(Kidx(k)‖β(M(k)
[1,i−1]),M

(k)
[i,l]) if l ≥ i.

Since Kidx(k) can be regarded as a random function of
M(k)

[1,i−1], we can say that A has oracle access to Ii−1. There-
fore,

Pr[BEK1 ,...,EKq = 1] =
1
�

�∑

i=1

Pi−1.

Next, suppose that B has oracle access to ρ1, . . . , ρq,
where ρ j’s are independent random functions uniformly dis-
tributed over F (B2,B2). Since the first half and the sec-
ond half of ρidx(k)(M(k)

i ‖β(M(k)
[1,i−1])) are independent random

functions of M(k)
[1,i], we can say that A has oracle access to Ii.

Therefore,

Pr[Bρ1,...,ρq = 1] =
1
�

�∑

i=1

Pi.

From the discussions above,

Advq-prf
E (B) =

∣∣∣∣Pr[BEK1 ,...,EKq = 1] − Pr[Bρ1,...,ρq = 1]
∣∣∣∣

=
1
�

Advprf

kiv-LWE (A).

B makes at most q queries and runs in time at most t +
O(�qTE).

Appendix C: Proof of Lemma 3

Let B = {0, 1}n/2. Let K1, . . . ,Km be independent random
variables uniformly distributed over B. Let ρ1, . . . , ρm be
independent random functions uniformly distributed over
F (B2,B2). Let �1, . . . , �m be independent random permu-
tations uniformly distributed over P(B2). Then,

Advm-prf
E (A)

=
∣∣∣Pr[AEK1 ,...,EKm = 1] − Pr[Aρ1 ,...,ρm = 1]

∣∣∣
≤ ∣∣∣Pr[AEK1 ,...,EKm = 1] − Pr[A�1,...,�m = 1]

∣∣∣
+ |Pr[A�1,...,�m = 1] − Pr[Aρ1 ,...,ρm = 1]| .

For 0 ≤ i ≤ m, let Oi be m oracles such that
EK1 , . . . , EKi , �i+1, . . . , �m.

A prp-adversary B is constructed using A as a subrou-
tine. B has an oracle u, which is either EK or �, where K
is a random variable uniformly distributed over B and � is
a random permutation uniformly distributed over P(B2). B
first selects i uniformly at random from {1, 2, . . . ,m}. Then,
B runs A with oracles EK1 , . . . , EKi−1 , u, �i+1, . . . , �m, and
outputs A’s output. Then,

Advprp
E (B) =

∣∣∣∣Pr[BEK = 1] − Pr[B� = 1]
∣∣∣∣

=
1
m

∣∣∣∣Pr[AOm = 1] − Pr[AO0 = 1]
∣∣∣∣.

B makes at most q queries and runs in time at most t +
O(q TE).

It is possible to distinguish �1, . . . , �m and ρ1, . . . , ρm

only by the fact that there may be a collision for ρi’s. Thus,
since A makes at most q queries,

|Pr[A�1,...,�m = 1] − Pr[Aρ1 ,...,ρm = 1]| ≤ q(q − 1)
22n+1

.
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