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SUMMARY For symmetric cryptosystems, their transformations should have nonlinear elements to be secure against various attacks. Several nonlinearity criteria have been defined and their properties have been made clear. This paper focuses on, among these criteria, the propagation criterion (PC) and the strict avalanche criterion (SAC), and makes a further investigation of them. It discusses the sets of Boolean functions satisfying the PC of higher degrees, the sets of those satisfying the SAC of higher orders and their relationships. We give a necessary and sufficient condition for an n-input Boolean function to satisfy the PC with respect to a set of all but one or two elements in \((0,1)^n - \{(0,\ldots,0)\}\). From this condition, it follows that, for every even \(n \geq 2\), an n-input Boolean function satisfies the PC of degree \(n - 2\) if and only if it satisfies the PC of degree \(n\). We also show a method that constructs, for any odd \(n \geq 3\), n-input Boolean functions that satisfy the PC with respect to a set of all but one elements in \((0,1)^n - \{(0,\ldots,0)\}\). This method is a generalized version of a previous one. Concerned with the SAC of higher orders, it is shown that the previously proved upper bound of the nonlinear order of Boolean functions satisfying the criterion is tight. The relationships are discussed between the set of n-input Boolean functions satisfying the PC and the sets of those satisfying the SAC.
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1. Introduction

For symmetric cryptosystems, their transformations should be nonlinear to be secure against various attacks. For example, the security of block ciphers, such as the DES, which consist of iterative substitutions and permutations, strongly depends on the substitutions which are the only nonlinear elements of the ciphers. Several nonlinearity criteria for Boolean functions have been proposed and investigated.

This paper mainly focuses on the extended versions of the strict avalanche criterion and the perfect nonlinearity and discusses single-output Boolean functions satisfying them. The strict avalanche criterion (SAC) was introduced as a design principle of good S boxes by Webster and Tavares[11]. Forré[2] extended the notion and defined the SAC of higher orders. The perfect nonlinearity was defined by Meier and Staffelbach[4], and Preneel, Leeuwen, Linden, Govaerts and Vandewalle[6] extended it and defined the propagation crite-
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2. Preliminaries

2.1 Walsh Transform and Boolean Functions

Let $\mathbb{R}$ denote the set of reals.

**Definition 1:** The *Walsh transform* of a real-valued function $f : \{0,1\}^n \rightarrow \mathbb{R}$ is
\[
(W(f))(\omega) = \sum_{x \in \{0,1\}^n} f(x)(-1)^{\omega \cdot x},
\]
where $\omega = (\omega_1, \ldots, \omega_n) \in \{0,1\}^n$ and $\omega \cdot x$ denotes the dot product $\omega_1 x_1 \oplus \cdots \oplus \omega_n x_n$.

For simplicity, $(W(f))(\omega)$ is often denoted by $F(\omega)$. The inverse Walsh transform is
\[
f(x) = (W^{-1}(F))(x) = \frac{1}{2^n} \sum_{\omega \in \{0,1\}^n} F(\omega)(-1)^{\omega \cdot x}.
\]

The Walsh transform can be represented in a matrix form \cite{9}. For $f : \{0,1\}^n \rightarrow \mathbb{R}$, let $f(i)$ denote $f(x_1, \ldots, x_n)$ when $x_1 + x_2 + \cdots + x_n 2^{n-1} = i$. Let $[F] = \{f(0), f(1), \ldots, f(2^n - 1)\}$ and $[F'] = \{F(0), F(1), \ldots, F(2^n - 1)\}$. The Walsh transform is represented as
\[
[F] = [f] H_n,
\]
where $H_n$ denotes the Hadamard matrix of order $n$. $H_n$ is defined recursively by
\[
H_0 = [1],
\]
\[
H_n = \begin{bmatrix} H_{n-1} & H_{n-1} \\ H_{n-1} & -H_{n-1} \end{bmatrix}.
\]

$H_n$ is a $2^n \times 2^n$ symmetric non-singular matrix, and its inverse is $2^{-n} H_n$. The inverse Walsh transform is represented as
\[
[f] = 2^{-n} [F] H_n.
\]

A *Boolean function* is a function of the form $f : \{0,1\}^n \rightarrow \{0,1\}^m$. $n$ is the number of *inputs* and $m$ is the number of *outputs*. In this paper, only the case where $m = 1$ is considered. $f : \{0,1\}^n \rightarrow \{0,1\}$ is called an $n$-input Boolean function or Boolean function with $n$ variables. Let $B_n = \{f \mid f : \{0,1\}^n \rightarrow \{0,1\}\}$.

The Walsh transform can be applied to Boolean functions when they considered to be real-valued functions. For the analysis of Boolean functions, it is often convenient to work with $\hat{f} : \{0,1\}^n \rightarrow \{-1,1\}$, where $\hat{f}(x) = (-1)^{f(x)}$. The Walsh transform of $\hat{f}$ is
\[
\hat{F}(\omega) = \sum_{x \in \{0,1\}^n} \hat{f}(x)(-1)^{\omega \cdot x} = \sum_{x \in \{0,1\}^n} (-1)^{f(x) \oplus \omega \cdot x},
\]

**Definition 2:** The *autocorrelation function* of a Boolean function $f : \{0,1\}^n \rightarrow \{0,1\}$ is $C_f : \{0,1\}^n \rightarrow \mathbb{N}$ such that
\[
C_f(z) = \sum_{x \in \{0,1\}^n} \hat{f}(x) \hat{f}(x \oplus z),
\]
where $\mathbb{N}$ is the set of integers and $x \oplus z$ denotes $x_1 \oplus z_1, \ldots, x_n \oplus z_n$.

**Proposition 1:** For every Boolean function $f$, $C_f(z) = (W^{-1}(\hat{F}^2))(z)$.

**Proposition 2:** If $f \in B_n$, then $\sum_{\omega \in \{0,1\}^n} \hat{F}^2(\omega) = 2^{2n}$.

**Definition 3:** Let $f(x_1, \ldots, x_n)$ be a Boolean function.
\[
\frac{df}{dx_i} = f(x_1, \ldots, x_{i-1}, 0, x_{i+1}, \ldots, x_n) \oplus f(x_1, \ldots, x_{i-1}, 1, x_{i+1}, \ldots, x_n).
\]
is the *Boolean difference* of $f$ with respect to a variable $x_i$.

2.2 Nonlinearity Criteria for Boolean Functions

For a set $S$, let $|S|$ denote the number of elements in $S$.

**Definition 4:** A Boolean function $f \in B_n$ is *balanced* if and only if $|\{x \mid f(x) = 0\}| = |\{x \mid f(x) = 1\}| = 2^{n-1}$.

**Definition 5:** The *algebraic normal form* of a Boolean function $f \in B_n$ is a type of representation of $f$ such that
\[
\bigoplus_{(i_1, \ldots, i_k) \in \mathcal{P}(N)} a_{(i_1, \ldots, i_k)} x_{i_1} \cdots x_{i_k},
\]
where $N = \{1, \ldots, n\}$, $\mathcal{P}(N)$ is the power set of $N$, and $a_{(i_1, \ldots, i_k)} \in \{0,1\}$ for every $(i_1, \ldots, i_k) \in \mathcal{P}(N)$.

Any Boolean function can be uniquely represented in an algebraic normal form, and any two different Boolean functions cannot be represented in a same algebraic normal form.

**Definition 6:** The *nonlinear order* of a Boolean function is the maximum order of the product terms in its algebraic normal form.

For any $a \in \{0,1\}^n$, let $W(a)$ denote the Hamming weight of $a$, that is, the number of 1's in $a$.

**Definition 7:** A Boolean function $f \in B_n$ is said to satisfy the *strict avalanche criterion* (SAC) if and only if $f(x) \oplus f(x \oplus a)$ is balanced for every $a \in \{0,1\}^n$ such that $W(a) = 1$.

Let $f(x_1, \ldots, x_n) \in B_n$. For any $i_1, \ldots, i_m$ such that $1 \leq i_1 < \cdots < i_m \leq n$ and $b_1, \ldots, b_m \in \{0,1\}$, let $f_{|x_{i_1} = b_1, \ldots, x_{i_m} = b_m} \in B_{n-m}$ denote the sub-function of $f$ obtained by substituting $b_1, \ldots, b_m$ for $x_{i_1}, \ldots, x_{i_m}$, respectively.

**Definition 8:** A Boolean function $f \in B_n$ is said to satisfy the *SAC of order $m$* if and only if, for every $i_1, \ldots, i_m$ such that $1 \leq i_1 < \cdots < i_m \leq n$ and $b_1, \ldots, b_m \in \{0,1\}$, $f_{|x_{i_1} = b_1, \ldots, x_{i_m} = b_m} \in B_{n-m}$ satisfies the SAC.
It is obvious from the definition that the original SAC of Definition 7 is equivalent to the SAC of order 0. The value of a function satisfying the SAC depends on all of its variables. Lloyd [3] proved that every Boolean function satisfying the SAC of order \( m \) also satisfies the SAC of order \( k(< m) \). Let \( \text{SAC}_n(m) \) denote the set of \( f \in B_n \) satisfying the SAC of order \( m \). It is apparent from Definition 7 that every \( f \in B_0 \cup B_1 \) does not satisfy the SAC. \( \text{SAC}_n(n - 1) = \text{SAC}_n(n) = \emptyset \) for every \( n \).

**Definition 9 [4]:** A Boolean function \( f \in B_n \) is perfectly nonlinear if and only if \( f(x) \oplus f(x \oplus a) \) is balanced for every \( a \in \{0, 1\}^n \) such that \( 1 \leq W(a) \leq n \).

Meier and Staffelbach [4] proved that the set of perfectly nonlinear Boolean functions coincides with the set of Boolean bent functions defined by Rothaus [8].

**Definition 10:** Let \( f \in B_n \). \( f \) is said to be a bent function if and only if \( |\hat{f}(\omega)| = 2^{n/2} \) for every \( \omega \in \{0, 1\}^n \).

Preneel, et al. [6] extended the notion of the perfect nonlinearity and define the propagation criterion.

**Definition 11:** A Boolean function \( f \in B_n \) is said to satisfy the propagation criterion \( \text{(PC) of degree } k \) if and only if \( f(x) \oplus f(x \oplus a) \) is balanced for every \( a \in \{0, 1\}^n \) such that \( 1 \leq W(a) \leq k \).

Let \( \text{PC}_n(k) \) denote the set of Boolean functions with \( n \) variables satisfying the PC of degree \( k \). \( \text{PC}_n(n) \) is the set of perfectly nonlinear Boolean functions with \( n \) variables. \( \text{PC}_n(1) = \text{SAC}_n(0) \).

**Definition 12:** A Boolean function \( f \in B_n \) is said to satisfy the PC with respect to \( A \subseteq \{0, 1\}^n - \{(0, \ldots, 0)\} \) if and only if \( f(x) \oplus f(x \oplus a) \) is balanced for every \( a \in A \).

The PC is one of the most important nonlinearity criteria because differential cryptanalysis [1] utilize the bias of the distribution of the input differences and the output differences. For example, a round-function having an S box with large number of inputs satisfying the PC with respect to a set \( A \) has no characteristics useful for the differential cryptanalysis with respect to input differences in \( A \).

This paper discusses single-output Boolean functions. This is just a commencement of the discussion of multiple-output Boolean functions. Only some of the results can be directly extended for multiple-output Boolean functions. This matter is mentioned in Sect. 6.

3. **Boolean Functions Satisfying the PC of Higher Degrees**

3.1 **Almost Perfectly Nonlinear Boolean Functions**

In this section, we investigate the Boolean functions that satisfy the PC with respect to the sets of all but a few elements in \( \{0, 1\}^n - \{(0, \ldots, 0)\} \). These Boolean functions may be called almost perfectly nonlinear functions.

The following theorem presents a necessary and sufficient condition for \( f \in B_n \) to satisfy the PC with respect to a set of all but one elements in \( \{0, 1\}^n - \{(0, \ldots, 0)\} \).

For \( a = (a_1, \ldots, a_n) \in \{0, 1\}^n \), let \( \text{dec}(a) = a_1 + 2a_2 + \cdots + 2^{n-1}a_n \).

**Lemma 1:** Let \( m \geq 0 \) be an integer. The integers \( x, y \geq 0 \) satisfying the equation \( x^2 + y^2 = 2^m \) is,

- for even \( m \), \( x = 2^{m/2} \) and \( y = 0 \), or \( x = 0 \) and \( y = 2^{m/2} \),
- for odd \( m \), \( x = y = 2^{(m-1)/2} \).

**Proof:** If one of \( x \) and \( y \) is 0, then \( m \) is even and the other is \( 2^{m/2} \).

If we assume that \( x \neq 0 \) and \( y \neq 0 \), then, we can represent \( x \) and \( y \) as

\[ x = 2^e x, \quad y = 2^e y, \]

respectively, where \( e_x \geq 0 \), \( e_y \geq 0 \), and \( q_x, q_y \) are odd. Without loss of generality, it can be assumed that \( e_y \geq e_x \geq 0 \). Thus,

\[ 2^{2e_x} x + 2^{2e_y} y = 2^m \]

\[ q_x^2 + 2^{2(e_y - e_x)} q_y = 2^m - 2e_x. \]

Since \( q_x^2 + 2^{2(e_y - e_x)} q_y \geq 2, m - 2e_x \geq 1 \), which implies \( m \) is odd and \( x = y = 2^{(m-1)/2} \).

The lemma has been proved.

**Theorem 1:** Let \( b \in \{0, 1\}^n - \{(0, \ldots, 0)\} \) and \( A = \{0, 1\}^n - \{b, (0, \ldots, 0)\} \). \( f \in B_n \) satisfies the PC with respect to \( A \) if and only if,

- for even \( n \geq 2 \), \( |\hat{f}(\omega)| = 2^{n/2} \) for every \( \omega \in \{0, 1\}^n \),
- for odd \( n \geq 3 \),

\[ |\hat{f}(\omega)| = \begin{cases} 2^{(n+1)/2} & \text{if } b \cdot \omega = 0 \\ 0 & \text{if } b \cdot \omega = 1, \end{cases} \]

or

\[ |\hat{f}(\omega)| = \begin{cases} 2^{(n+1)/2} & \text{if } b \cdot \omega = 1 \\ 0 & \text{if } b \cdot \omega = 0. \end{cases} \]

**Proof:** Let \( v_i \) be the \( i \)-th column of the Hadamard matrix \( H_n \) for \( 0 \leq i \leq 2^n - 1 \). From the definition of the autocorrelation function, it is clear that \( f \in B_n \) satisfies the PC with respect to \( A \) if and only if \( C_f(a) = 0 \) for every \( a \in A \). Hence, from Proposition 1, for every \( a \in A \)

\[ |\hat{f}(v_{\text{dec}(a)})| = 0. \]
Since the rank of $H_n$ is $2^n$, $\hat{F}^2$ is able to be represented as
\[
\hat{F}^2 = c_0 u_0 + c_1 u_1,
\]
where
\[
\begin{align*}
u_0 &= (v_0^T + v_{\text{dec}(b)}^T)/2, \\
u_1 &= (v_0^T - v_{\text{dec}(b)}^T)/2,
\end{align*}
\]
v$^T$ and $v_{\text{dec}(b)}^T$ are the transposes of $v_0$ and $v_{\text{dec}(b)}$, respectively, and $c_0, c_1$ are some integers. $u_0, u_1 \in \{0, 1\}^{2^n}$ and, for every $\omega \in \{0, 1\}^n$, the $\text{dec}(\omega)$-th elements of $u_0$ and $u_1$ are 1 and 0, respectively, if and only if $b \cdot \omega = 0$.

Let $\hat{F}(\omega) = \hat{F}_0$ for every $\omega$ such that $b \cdot \omega = 0$, and $\hat{F}(\omega) = \hat{F}_1$ for every $\omega$ such that $b \cdot \omega = 1$. Since
\[
\sum_{\omega \in \{0, 1\}^n} \hat{F}^2(\omega) = 2^{2n},
\]
\[\hat{F}_0^2 + \hat{F}_1^2 = 2^{n+1}.
\]
Hence, from Lemma 1,
\begin{itemize}
  \item When $n$ is even, $\hat{F}_0 = \hat{F}_1 = 2^{n/2}$.
  \item When $n$ is odd, $\hat{F}_0 = 0, \hat{F}_1 = 2^{(n+1)/2}$, or $\hat{F}_0 = 2^{(n+1)/2}, \hat{F}_1 = 0$.
\end{itemize}
The theorem has been proved.

It directly follows from the definition of Boolean bent functions that $PC_n(n) = \emptyset$ for any odd $n$, and that $f \in B_n$ is perfectly nonlinear if and only if $|\hat{F}(\omega)| = 2^{n/2}$ for every $\omega \in \{0, 1\}^n$.

The next corollary presents a necessary and sufficient condition for a Boolean function $f \in B_n$ to be in $PC_n(n-1)$.

**Corollary 1:** $f \in PC_n(n-1)$ if and only if,
\begin{itemize}
  \item for even $n \geq 2$, $f \in PC_n(n)$,
  \item for odd $n \geq 3$, 
    \[
    |\hat{F}(\omega)| = \begin{cases} 
    2^{(n+1)/2} & \text{if $W(\omega)$ is even} \\
    0 & \text{if $W(\omega)$ is odd},
    \end{cases}
    \]
    or 
    \[
    |\hat{F}(\omega)| = \begin{cases} 
    2^{(n+1)/2} & \text{if $W(\omega)$ is odd} \\
    0 & \text{if $W(\omega)$ is even}.
    \end{cases}
    \]
\end{itemize}

The first part of Corollary 1 says that, for every even $n \geq 2$, $PC_n(n) = PC_n(n-1)$.

**Theorem 2:** Let $b_1, b_2 \in \{0, 1\}^n - \{(0, \ldots, 0)\}$ such that $b_1 \neq b_2$, and $A = \{0, 1\}^n - \{(0, \ldots, 0), b_1, b_2\}$. For every even $n \geq 2$, $f \in B_n$ satisfies the PC with respect to $A$ if and only if $|\hat{F}(\omega)| = 2^{n/2}$ for every $\omega \in \{0, 1\}^n$.

**Proof:** Since $f \in B_n$ satisfies the PC with respect to $A$, $\hat{F}^2$ can be represented as
\[
\hat{F}^2 = c_0 u_0 + c_1 u_1 + c_2 u_2,
\]
where
\[
\begin{align*}
u_0 &= v_0^T, \\
u_1 &= (v_0^T + v_{\text{dec}(b_1)}^T)/2, \\
u_2 &= (v_0^T + v_{\text{dec}(b_2)}^T)/2.
\end{align*}
\]
For the above equation, it is easily proved that the value of each element in $\hat{F}^2$ is represented as $c_0, c_0 + c_1, c_0 + c_2, c_0 + c_1 + c_2$, and that the number of elements in $\hat{F}^2$ represented as each of them is $2^{n/4}$.

Since $\sum_{\omega \in \{0, 1\}^n} \hat{F}^2(\omega) = 2^{2n}$,
\[
c_0 + (c_0 + c_1) + (c_0 + c_2) + (c_0 + c_1 + c_2) = 2^{n+2}
\]
\[c_0 + (c_0 + c_1 + c_2) = 2^{n+1}.
\]
Since both of $c_0$ and $c_0 + c_1 + c_2$ are square numbers and $n$ is even, from Lemma 1, $c_0 = c_0 + c_1 + c_2 = 2^n$. And also, since
\[
(c_0 + c_1) + (c_0 + c_2) = 2^{n+1}
\]
and both of $c_0 + c_1$ and $c_0 + c_2$ are square numbers, $c_0 + c_1 = c_0 + c_2 = 2^n$.

Thus, for every $\omega \in \{0, 1\}^n$, $\hat{F}^2(\omega) = 2^n$, and the theorem has been proved.

**Corollary 2:** Let $n \geq 2$ be even and $A \subseteq \{0, 1\}^n - \{(0, \ldots, 0)\}$ such that $|A| = 2^n - 3$. If $f \in B_n$ satisfies the PC with respect to $A$, then $f \in PC_n(n)$.

Seberry, et al. [10] presented a method that, for every even $n \geq 2$, generates balanced Boolean functions in $B_n$ satisfying the PC with respect to a set of all but three elements in $\{0, 1\}^n - \{(0, \ldots, 0)\}$. The above corollary shows that their construction is optimal in the sense that the Boolean functions satisfying the PC with respect to a set of all but two elements in $\{0, 1\}^n - \{(0, \ldots, 0)\}$ are in $PC_n(n)$, because the perfectly nonlinear functions are not balanced.

### 3.2 A Construction Method of Boolean Functions Satisfying the PC

It is obvious from the definition that, for every $n$, $PC_n(1) \supseteq \cdots \supseteq PC_n(n-1) \supseteq PC_n(n)$. For odd $n$, the following theorem can be proved.

**Theorem 3:** For every odd $n \geq 3$, $PC_n(k-1) \supseteq PC_n(k)$ for $k = 2, \ldots, n$.

Table 1 shows the number of functions in some $PC_n(k)$'s [6]. For even $n$, $PC_n(k)$'s do not necessarily have the property in Theorem 3. For example, when $n = 4$, $PC_4(2) = PC_4(3)$.

Theorem 3 can be directly derived from the discussion in Ref. [10]. Seberry, et al. [10] presented a method that, for any odd $n \geq 3$, generates balanced Boolean
functions satisfying the PC with respect to a set of all but one elements in \( \{0, 1\}^n - \{0, \ldots, 0\} \).

We propose a method that, for any odd \( n \geq 3 \), generates Boolean functions satisfying the PC with respect to a set of all but one elements in \( \{0, 1\}^n - \{0, \ldots, 0\} \). Our method is a generalized version of theirs. By a simple observation of Theorem 1 and our method, it is easily verified that one can construct all Boolean functions that satisfy the PC with respect to a set of all but one elements in \( \{0, 1\}^n - \{0, \ldots, 0\} \) from all Boolean functions in \( \text{PC}_{n-1}(n-1) \).

From Corollary 1 and our method, the following theorems are easily derived.

**Theorem 4:** For every odd \( n \geq 3 \), \( |\text{PC}_n(n-1)| = 2|\text{PC}_{n-1}(n-1)| \).

**Theorem 5:** For every odd \( n \geq 3 \), the number of balanced functions in \( \text{PC}_n(n-1) \) is \( |\text{PC}_{n-1}(n-1)| \).

Our proposed method makes use of a property of the Walsh transform of the Boolean functions.

**Lemma 2:** For every \( n \geq 2 \) and \( 1 \leq k \leq n \), \( f \in \text{PC}_n(k) \) if and only if \( \hat{f}^2 \) is uniquely represented as a linear combination of the \( \text{dec}(a) \)-th row vectors of \( H_n \), \( a \in \{0, 1\}^n \) and \( W(a) = 0 \) or \( k + 1 \leq W(a) \leq n \).

**Proof:** \( f \in \text{PC}_n(k) \) if and only if \( 2^{-n} \sum_{\omega \in \{0, 1\}^n} \hat{f}^2(\omega)(-1)^{W(a)} = 0 \) for every \( a \in \{0, 1\}^n \) such that \( 1 \leq W(a) \leq k \), which is equivalent to that, for every \( v_{\text{dec}(a)} \) in \( H_n \) such that \( 1 \leq W(a) \leq k \), \( \hat{f}^2 v_{\text{dec}(a)} = 0 \). Since \( H_n \) is non-singular, the lemma follows.

The above lemma leads to the following.

**Lemma 3:** Let \( a \in \{0, 1\}^n \) and \( W(a) = k \). If \( \hat{f}^2 \) can be represented uniquely as a linear combination of \( v_0 \) and \( v_{\text{dec}(a)} \), then \( f \in \text{PC}_n(k-1) - \text{PC}_n(k) \) and \( f \) satisfies the PC with respect to \( \{0, 1\}^n - \{0, \ldots, 0\}, a \).

Booleans functions that are in \( \text{PC}_n(k-1) - \text{PC}_n(k) \) and that satisfy the PC with respect to a set of all but one elements in \( \{0, 1\}^n - \{0, \ldots, 0\} \) are able to be constructed with the following algorithm.

**Algorithm 1:**

1. Select some \( a \in \{0, 1\}^n \) such that \( W(a) = k \).
2. Let \( u = (v_0^T - v_{\text{dec}(a)}^T) / 2 \), \( u \cdot v_j = 0 \) for every \( v_j \) of \( H_n \) such that \( j \neq 0, \text{dec}(a) \). Let \( L_a(\omega) = a_1 \omega_1 \oplus \cdots \oplus a_n \omega_n \), then \( u = [L_a(0), L_a(1), \ldots, L_a(2^n - 1)] \).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The number of functions in ( \text{PC}_n(k) ).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>2</td>
</tr>
<tr>
<td>( k )</td>
<td>( 1 )</td>
</tr>
<tr>
<td>( 2 )</td>
<td>8</td>
</tr>
<tr>
<td>( 3 )</td>
<td>( - )</td>
</tr>
<tr>
<td>( 4 )</td>
<td>( - )</td>
</tr>
<tr>
<td>( 5 )</td>
<td>( - )</td>
</tr>
</tbody>
</table>

3. Let \( |\hat{F}(\omega)| = \begin{cases} 2^{(n+1)/2} & \text{if the } \text{dec}(\omega) \text{-th element of } u \text{ equals to } 1 \\ 0 & \text{if the } \text{dec}(\omega) \text{-th element of } u \text{ equals to } 0, \end{cases} \)

\[ |\hat{G}(\omega)| = \begin{cases} 2^{(n+1)/2} & \text{if the } \text{dec}(\omega) \text{-th element of } u \text{ equals to } 0 \\ 0 & \text{if the } \text{dec}(\omega) \text{-th element of } u \text{ equals to } 1. \end{cases} \]

The signs of non-zero elements in \( \hat{F} \) and \( \hat{G} \) are able to be determined so that \( f \) and \( g \) be Boolean functions, where \( \hat{f} = 2^{-n} \hat{F} H_n \) and \( \hat{g} = 2^{-n} \hat{G} H_n \).

Since each element of \( 2^{-n} \hat{F} H_n \) and \( 2^{-n} \hat{G} H_n \) must be 1 or -1 for \( f \) and \( g \) to be Boolean functions, the following lemma implies that \( f \) and \( g \) are Boolean functions if and only if the non-zero elements of \( \hat{F} / 2^{(n+1)/2} \) and \( \hat{G} / 2^{(n+1)/2} \) represent Boolean bent functions.

For a matrix \( M \), let \( \text{col}(M, i) \) be the \( i \)-th column of \( M \). For \( a = (a_1, \ldots, a_n) \in \{0, 1\}^n \), let \( \langle a \rangle_i = (a_1, \ldots, a_i) \).

**Lemma 4:** For any \( a \in \{0, 1\}^n \) such that \( a \neq (0, \ldots, 0) \), let \( G_n(a, 0) \) and \( G_n(a, 1) \) be \( 2^n \times 2^n \) matrices that are constructed by removing all \( \text{dec}(\omega) \)-th rows of \( H_n \), where \( a \cdot \omega = 1 \) and \( a \cdot \omega = 0 \), respectively. Then,

- For each column \( v \) of \( H_{n-1} \), \( G_n(a, 0) \) has two columns that are equal to \( v \), and \( G_n(a, 1) \) has \( v \) and \(-v\),
- For every \( i \) such that \( 0 \leq i \leq 2^n - 1 \),

\[ \text{col}(G_n(a, 0), i) = \text{col}(G_n(a, 1), i) \]

or

\[ \text{col}(G_n(a, 0), i) = -\text{col}(G_n(a, 1), i). \]

**Proof:** We prove the theorem by induction. When \( n = 1 \), since \( H_0 = [1] \) and

\[ H_1 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \]

\( G_1(0, 0) = [1, 1] \) and \( G_1(1, 1) = [1, -1] \). The theorem is proved for \( n = 1 \).

For the Case where \( a_n = 0 \): For \( c = 0 \), 1,

\[ G_n(a, c) = \begin{bmatrix} G_{n-1}(a_{n-1}, c) & G_{n-1}(a_{n-1}, c) \\ G_{n-1}(a_{n-1}, c) & -G_{n-1}(a_{n-1}, c) \end{bmatrix}. \]

For the Case where \( a_n = 1 \): For \( a = (0, \ldots, 0, 1) \), since

\[ H_n = \begin{bmatrix} H_{n-1} & H_{n-1} \\ H_{n-1} & -H_{n-1} \end{bmatrix}, \]
\[ G_n(a, 0) = [H_{n-1}, H_{n-1}], \quad G_n(a, 1) = [H_{n-1}, -H_{n-1}] \]

For \( a \neq (0, \ldots, 0, 1) \), for \( c = 0, 1 \),
\[
G_n(a, c) = \begin{bmatrix}
G_{n-1}(\langle a \rangle_{n-1}, c) & G_{n-1}(\langle a \rangle_{n-1}, c)
\end{bmatrix}
\begin{bmatrix}
G_{n-1}(\langle a \rangle_{n-1}, 1 \oplus c) \\
G_{n-1}(\langle a \rangle_{n-1}, 1 \oplus c)
\end{bmatrix}
\]

Since, for every \( j \) such that \( 0 \leq j \leq 2^{n-1} - 1 \),
\[
\text{col}(G_{n-1}(\langle a \rangle_{n-1}, 0), j) = \text{col}(G_{n-1}(\langle a \rangle_{n-1}, 1), j)
\]
\[
\text{or} \quad \text{col}(G_{n-1}(\langle a \rangle_{n-1}, 0), j) = -\text{col}(G_{n-1}(\langle a \rangle_{n-1}, 1), j)
\]
for \( c = 0, 1 \), \( G_n(a, c) \) is able to be transformed to
\[
\begin{bmatrix}
G_{n-1}(\langle a \rangle_{n-1}, c) & G_{n-1}(\langle a \rangle_{n-1}, 1 \oplus c)
\end{bmatrix}
\begin{bmatrix}
G_{n-1}(\langle a \rangle_{n-1}, 1 \oplus c) \\
G_{n-1}(\langle a \rangle_{n-1}, 1 \oplus c)
\end{bmatrix}
\]
by permuting the columns of it.

Hence, the theorem has been proved. \( \square \)

**Example 1:** We construct two Boolean functions \( f, g \in PC_3(1) - PC_3(2) \).

First, we select \( a = (a_1, a_2, a_3) = (0, 1, 1) \). Then \( W(a) = 2 \), and \( \text{dec}(a) = 6 \). The 6-th column of \( H_3 \) is \( v_6 = [1, 1, -1, -1, 1, 1, 1] \). Then,
\[
u = ([1, 1, 1, 1, 1, 1, 1] - v_6^T)/2 = [0, 0, 1, 1, 1, 1, 0, 0].\]

For \( \hat{F}(\omega_1, \omega_2, \omega_3) \) and \( \hat{G}(\omega_1, \omega_2, \omega_3) \), let
\[
\begin{align*}
\hat{F}(0) &= [0, 0, 4, 4, 4, -4, 0, 0], \\
\hat{G}(0) &= [4, 4, 0, 0, 0, 0, 4, -4],
\end{align*}
\]
respectively, where the signs of the non-zero elements of \( \hat{F} \) and \( \hat{G} \) are determined by the perfectly nonlinear function \( h(x_1, x_2) = x_1 \wedge x_2 \).

\[
\begin{bmatrix}
h(0), h(1), h(1), h(3) \end{bmatrix} = [1, 1, 1, -1].
\]

Then,
\[
\begin{align*}
\hat{f} &= 2^{-3} \begin{bmatrix} \hat{F} \end{bmatrix} H_3 = [1, 1, 1, -1, 1, 1, 1, -1], \\
\hat{g} &= 2^{-3} \begin{bmatrix} \hat{G} \end{bmatrix} H_3 = [1, 1, 1, 1, -1, -1, 1, 1],
\end{align*}
\]
and \( f \) is a balanced Boolean function.

From Table 2, for \( f \in B_3 \), \( f(x) \oplus f(a \oplus x) \) is balanced except for \( a = (0, 1, 1) \). When \( a = (0, 1, 1) \), \( f(a \oplus x) = f(x) \). Hence, \( f \in PC_3(1) - PC_3(2) \).

For \( g \in B_3 \), \( g(x) \oplus g(a \oplus x) \) is balanced except for \( a = (0, 1, 1) \). When \( a = (0, 1, 1) \), \( g(a \oplus x) = 1 \oplus g(x) \). Hence, \( g \in PC_3(1) - PC_3(2) \).

The following theorem exhibits a property of the Boolean functions satisfying the PC with respect to a set of all but one elements in \( \{0, 1\}^n - \{(0, \ldots, 0)\} \) that is disadvantageous to cryptographic use.

**Theorem 6:** Let \( n \geq 3 \) be odd and \( b \in \{0, 1\}^n - \{(0, \ldots, 0)\} \). If \( f \in B_n \) satisfies the PC with respect to \( \{0, 1\}^n - \{b, (0, \ldots, 0)\} \), then \( f(x) \oplus f(x \oplus b) \equiv 0 \) or 1.

**Proof:** From Proposition 1 and Theorem 1,
\[
\sum_{x \in \{0, 1\}^n} f(x) f(x \oplus b) = C_f(b)
\]
\[
= \frac{1}{2^n} \left[ \hat{f}^2 \right] v_{\text{dec}(b)} = \pm 2^n.
\]

4. Boolean Functions Satisfying the SAC of Higher Orders

Preneel et al. [6] discussed the relationship between the SAC of higher order and the nonlinear order, and presented the theorem below.

**Theorem 7 [6]:** Let \( f \in B_n \).

1. If \( f \) satisfies the SAC of order \( n - 2 \), then the nonlinear order of \( f \) is 2.

2. For each \( 0 \leq m \leq n - 3 \), if \( f \) satisfies the SAC of order \( m \), then the nonlinear order of \( f \) is less than \( n - m \).

We show that the upper bound in Theorem 7 is tight.

**Lemma 5:** \( f(x_1, \ldots, x_n) \in B_n \) satisfies the SAC if and only if \( \frac{df}{dx_i} \in B_{n-1} \) is balanced for every \( x_i \).

**Proof:** Let \( a = (1, 0, \ldots, 0) \).

\[
f(x_1, x_2, \ldots, x_n) \oplus f(1 \oplus x_1, x_2, \ldots, x_n)
\]
\[
= \overline{x_1} (f(0, x_2, \ldots, x_n) \oplus f(1, x_2, \ldots, x_n))
\]
\[
\oplus x_1 (f(1, x_2, \ldots, x_n) \oplus f(0, x_2, \ldots, x_n))
\]
\[
= (x_1 \vee x_1) (f(0, x_2, \ldots, x_n) \oplus f(1, x_2, \ldots, x_n))
\]
\[
= f(0, x_2, \ldots, x_n) \oplus f(1, x_2, \ldots, x_n).
\]

Since \( f(x_1, x_2, \ldots, x_n) \oplus f(1 \oplus x_1, x_2, \ldots, x_n) \) does not depend on \( x_1 \), it is obvious from the above equation that \( f(x_1, x_2, \ldots, x_n) \oplus f(1 \oplus x_1, x_2, \ldots, x_n) \) is balanced if and only if \( \frac{df}{dx_1} = f(0, x_2, \ldots, x_n) \oplus f(1, x_2, \ldots, x_n) \) is balanced.
In the same way, it can be shown that, for every α such that \( W(\alpha) = 1 \) and \( a_i = 1, f(x) \oplus f(x \oplus a) \) is balanced if and only if \( \frac{df}{dx_i} \) is balanced. \( \square \)

**Lemma 6** [6]: Let \( n > 2 \) and \( f(x_1, \ldots, x_n) \in B_n \). If the nonlinear order of \( f \) is 2, then for each \( m \) such that \( 0 \leq m \leq n - 2, f \in SAC_n(m) \) if and only if every \( x_i \) occurs in at least \( m + 1 \) second order terms of the algebraic normal form.

For \( x = (x_1, \ldots, x_n) \in \{0,1\}^n \), let \( \langle x \rangle_j = (x_i, \ldots, x_j) \) for every \( i, j \) such that \( 1 \leq i < j \leq n \).

**Theorem 8**: For each \( 0 \leq m \leq n - 3 \), there exists \( f \in B_n \) which satisfies the SAC of order \( m \) and whose nonlinear order is exactly \( n - m - 1 \).

**Proof**: Let \( q_n(x_1, \ldots, x_n) = \bigoplus_{1 \leq i < j \leq n} x_i x_j \) and \( f_n(x_1, \ldots, x_n) = x_1 \cdots x_{n-m-1} \oplus q_n(x_1, \ldots, x_n) \).

This proof demonstrates that \( f \in SAT_n(m) \).

Let \( k \) be an integer such that \( 0 \leq k \leq \min \{ n - m - 1, m \} \). When \( f \) is \( x_1, \ldots, x_n \) constant, without loss of generality, we can fix \( x_1, \ldots, x_k \) and \( x_{n-(m-k)+1}, \ldots, x_n \) constant.

We consider the following two cases: (1) when at least one of \( x_1, \ldots, x_k \) is fixed 0, and (2) when \( k = 0 \) or all of \( x_1, \ldots, x_k \) are fixed 1.

(1) Let \( (a_1, \ldots, a_k, a_{k+1}, \ldots, a_m) \in \{0,1\}^m \) and at least one of \( a_1, \ldots, a_k \) are 0. Then,

\[
\begin{align*}
\frac{d f_n}{dx_k} & = q_n((a_1, \ldots, a_k, a_{k+1}, \ldots, a_m)) \\
& = q_n((a_1, \ldots, a_k, a_{k+1}, \ldots, a_m)) \\
& = \bigoplus_{1 \leq i < j \leq n} x_i x_j.
\end{align*}
\]

Since \( q_n \in SAC_n(2) \) and \( m \leq n - 3 \),

\[
\begin{align*}
\frac{d f_n}{dx_k} & = (1, \ldots, 1, (a_{k+1}, \ldots, a_m)) \\
& = \bigoplus_{1 \leq i < j \leq n} x_i x_j.
\end{align*}
\]

This shows

\[
\begin{align*}
f_n(1, \ldots, 1, (a_{k+1}, \ldots, a_m)) & \in SAC_n(0) \\
\end{align*}
\]

If \( 0 \leq k < n - m - 1 \),

\[
\begin{align*}
f_n(1, \ldots, 1, (a_{k+1}, \ldots, a_m)) & = x_{k+1} \cdots x_{n-m-1} \oplus q_n(1, \ldots, 1, (a_{k+1}, \ldots, a_m)) \\
& = \bigoplus_{1 \leq i < j \leq n} x_i x_j.
\end{align*}
\]

where \( b, c \in \{0,1\} \). Let \( g_n(x_{k+1}, \ldots, x_{n-m+k}) = x_{k+1} \cdots x_{n-m-1} \oplus q_n(x_{k+1}, \ldots, x_{n-m+k}) \oplus b \).

The following argument shows that \( g_n \) satisfies the SAC of order 0.

(i) When we check whether the Boolean difference of \( g_n \) with respect to each one of \( x_{k+1}, \ldots, x_{n-m-1} \) is balanced, it suffices to check only with respect to \( x_{k+1} \) because \( g_n \) is symmetric with respect to \( x_{k+1}, \ldots, x_{n-m-1} \).

\[
\begin{align*}
\frac{d g_n}{dx_{k+1}} & = x_{k+1} \oplus \cdots \oplus x_{n-m+k} \oplus x_{k+2} \cdots x_{n-m-1}.
\end{align*}
\]

For every \( b_1, \ldots, b_{n-(m+k+2)} \in \{0,1\} \), if \( x_{k+2} = b_1, \ldots, x_{n-m-1} = b_{n-(m+k+2)} \), then

\[
\begin{align*}
\frac{d g_n}{dx_{k+1}} & = \bigoplus_{1 \leq i < j \leq n} b_1 \oplus \cdots \oplus b_{n-(m+k+2)} \oplus b_{n-(m+k+2)}.
\end{align*}
\]

(ii) When we check whether the Boolean difference of \( g_n \) with respect to each one of \( x_{n-m}, \ldots, x_{n-m+k} \) is balanced, it suffices to check only with respect to \( x_{n-m+k} \).

\[
\begin{align*}
\frac{d g_n}{dx_{n-m+k}} & = x_{k+1} \oplus \cdots \oplus x_{n-m+k-1}
\end{align*}
\]

is balanced.

For the case that \( 1, \ldots, 1, a_{k+1}, \ldots, a_m \) contain odd number of 1’s, that

\[
f_n(1, \ldots, 1, (a_{k+1}, \ldots, a_m)) \in SAC_n(0)
\]

can be shown in the same manner. \( \square \)

5. Relationships Between the SAC and the PC

Forrè [2] characterized the spectral property of the Boolean functions satisfying the SAC of higher orders. For \( 1 \leq i \leq n \), let \( c_i \in \{0,1\}^n \), only of whose \( i \)-th element is 1.

**Lemma 7** [2]: For every \( f \in B_n, f \in SAC_n(1) \) if and only if \( f \in SAC_n(0) \) and
\[ \sum_{\omega} \hat{F}(2^\omega) \hat{F}(\omega \oplus c^\omega)(-1)^{\omega j} = 0 \]

for every \( i, j \in \{1, \ldots, n\} \) such that \( i \neq j \).

Rothaus [8] presented a few methods for constructing Boolean bent functions. One of them gives Boolean bent functions of the form

\[ f(x_1, \ldots, x_n) = \bigoplus_{i=1}^{m} x_i x_{m+i} \oplus g(x_1, \ldots, x_m), \]

where \( n = 2m \) and \( g \) is an arbitrary \( m \)-input Boolean function.

The following theorem shows that all the Boolean functions with odd number of inputs satisfying the PC of the maximum degree satisfy the SAC of order 1, while the Boolean functions with even number of inputs satisfying it necessarily not. The latter case is proved by using Boolean bent functions constructed with Rothaus’s method.

**Theorem 9:**
- For every even \( n \geq 2 \), \( PC_n(n) = PC_n(n-1) \nsubseteq SAC_n(1) \).
- For every odd \( n \geq 3 \), \( PC_n(n-1) \subseteq SAC_n(1) \).

**Proof:** For the case where \( n \) is even: Let \( n = 2m \) and

\[ f(x_1, \ldots, x_n) = \bigoplus_{i=1}^{m} x_i x_{m+i}. \]

Then \( f \in PC_n(n) \), and \( f|_{x_m=1}(x_1, \ldots, x_{n-1}) = \bigoplus_{i=1}^{m-1} x_i x_{m+i} \oplus x_m \). Whenever \( x_m \) changes, the value of \( f|_{x_m=1}(x_1, \ldots, x_{n-1}) \) also changes. Hence, \( f \notin SAC_n(1) \).

For the case where \( n \) is odd: It is clear from the definition that \( g \in SAC_n(0) \) if \( g \in PC_n(n-1) \). If \( n \) is odd, then, for every \( g \in PC_n(n-1) \), either for every \( \omega \in \{0, 1\}^n \) whose Hamming weight is even or for every \( \omega \in \{0, 1\}^n \) whose Hamming weight is odd, \( \hat{G}(\omega) = 0 \). Hence, for every \( \omega \in \{0, 1\}^n \) whose Hamming weight is 1, \( \hat{G}(\omega) \hat{G}(\omega \oplus c) = 0 \). □

It is obvious that \( SAC_n(n-2) \subseteq PC_n(1) \), and it is implicitly described in Ref. [6] that \( SAC_n(n-2) \subseteq PC_n(n-1) \). These results are optimal in the sense of the theorem below.

**Theorem 10:** \( SAC_n(n-3) \nsubseteq PC_n(2) \) for every \( n \geq 3 \).

**Proof:** Let \( g_n(x_1, \ldots, x_n) = \bigoplus_{1 \leq i < j \leq n, i \leq n-2} x_i x_j \). It is sufficient to show that \( g_n \notin PC_n(2) \) because \( g_n \in SAC_n(n-3) \) from Lemma 6.

Since \( g_n(x_1, \ldots, x_n) = g_{n-2}(x_1, \ldots, x_{n-2}) \oplus \bigoplus_{1 \leq i \leq n-2} x_i (x_{n-1} \oplus x_n), \) for \( a = (0, \ldots, 0, 1, 1), \)

\( g_n(x_1, \ldots, x_n) \oplus g_n(x_1 \oplus a_1, \ldots, x_n \oplus a_n) = 0 \). Hence, \( g_n \notin PC_n(2) \). □

### 6. Concluding Remarks

We discussed the PC of higher degrees, the SAC of higher orders and their relationships.

The theorems and the corollaries in Sect. 3.1 can be easily extended for multiple-output Boolean functions along the following definition and the proposition, which are easily derived from Ref. [5]. Let \( f : \{0, 1\}^m \rightarrow \{0, 1\}^m \) and \( A \subseteq \{0, 1\}^{n} \setminus \{(0, \ldots, 0)\} \).

**Definition** \( f \) is said to satisfy the PC with respect to \( A \) if and only if, for every \( a \in A, f(x) \oplus f(x \oplus a) \) is balanced, that is, for every \( b \in \{0, 1\}^m \), \( |\{x \mid f(x) \oplus f(x \oplus a) = b\}| = 2^{n-m} \).

**Proposition** Let \( f = (f_1, \ldots, f_m) \). \( f \) satisfies the PC with respect to \( A \) if and only if, for every \( c = (c_1, \ldots, c_m) \in \{0, 1\}^m \setminus \{(0, \ldots, 0)\}, c \cdot f = c_1 f_1 \oplus \cdots \oplus c_m f_m \in B_n \), satisfies the PC with respect to \( A \).

Most results in the other parts, however, cannot be easily extended for multiple-output Boolean functions because the correlation between outputs must be considered for them.

We will study tradeoffs among more than two nonlinearity criteria and investigate methods for constructing Boolean functions with desirable nonlinearity to design good symmetric cryptosystems.
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